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Abstract

This paper aims to elucidate the behaviour of time-varying illiquidity and the

intensity and direction of illiquidity spillovers in the Eurozone over the period 1990-

2015. In the first part of the research, time-varying illiquidity is modelled using

Markov regime switching (MRS) models that overcome most of the economic and

econometric limitations of autoregressive (AR) processes, usually employed in the

literature (Amihud, 2002; Korajczyk and Sadka, 2008; Foran et al., 2014). Results

indicate that illiquidity shocks are persistent, that persistency is state-dependent and

that multiple states exist. We find common patterns across all the countries that

support the existence of interconnections. In the second part, this study examines

the illiquidity interconnectedness among Eurozone countries, its direction and in-

tensity, adapting recent models from Diebold and Yilmaz (2009, 2012). Using both

a static and dynamic approach, evidence suggests that peripheral countries play a

highly significant role in illiquidity transmission. The dynamic approach using rolling

estimation, in line with the stochastic behaviour of illiquidity, reports also graphical

evidence of net spillovers effects, thus providing a new contribution in this field.
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1 Introduction

The economic history witnessed a series of market downturns that destabilised global

equilibria for a prolonged period of time and propagated across markets and asset

classes. The global financial crisis (GFC) of 2007-2009 originated from the massive

default of subprime borrowers in the American mortgage market and spread to the

rest of the World with long-lasting effects on the financial and real economies. Al-

though it caused persistent periods of illiquidity in the markets, it is just one of the

most recent and known examples of local crises that propagated its effects to other

economies. Market illiquidity is not just a persistent effect of financial turmoil in one

country, but also its direct cause. More recently, the Irish banking sector and the

Greek sovereign debt crises, driven by liquidity shortages, seriously challenged the

Eurozone’s stability, forcing policy makers to suddenly take counteractions to stem

possible propagation to other economies with fundamental structural weaknesses.

For example, the European Central Bank (ECB) began buying assets from com-

mercial banks in March 2015 as part of its non-standard monetary policy measures

to help economic growth of Eurozone nations. Sudden and pervasive liquidity drops

might have also been the main player in otherwise puzzling market episodes (Chordia

et al., 2000). For instance, Roll (1988) and Amihud et al. (1990) ascribe the 19th of

October 1987 market crash to be provoked by a widespread temporary reduction in

liquidity. While certain events are indirectly related to liquidity drops, others, such

as the Long Term Capital Management (LTCM) default, have been mainly caused by

a failure of adequately accounting for liquidity considerations. For instance, Brun-

nermeier and Pedersen (2009) document that the collapse of the LTCM was mainly

due to an excessive exposure to liquidity risk, even though market risk was hedged.

Two aspects directly derive from the above considerations. Firstly, that liquidity

shocks are persistent. Secondly, that the liquidity channel constitutes a source of

contagion among financial markets. Liquidity refers to the ability to buy and sell

large amounts of a security at a low cost. Liquid securities, such as Treasury bills,

can be sold instantaneously in blocks of several millions of dollars for a fraction of
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basis points. In contrast, highly illiquid securities are more difficult, time-consuming

and costly to trade. As an example, consider the massive drop in value of nicely pack-

aged junk bonds into collateralised debt obligations (CDO) that provoked the GFC in

2007. Their level of illiquidity became so high that selling them was possible only at

a considerable discount. Previous research identifies two theoretical underpinnings

that explain liquidity and its time-varying characteristic: asymmetric information

and optimal inventory level. Asymmetric information implies that market makers

apply a spread in order to control for the risk of the presence of informed traders

(Copeland and Galai, 1983; Glosten and Milgrom, 1985). Inventory risk pertains the

potential loss that market makers may suffer, because of a delay between the order

and the execution, during the period of time needed to find a counterpart (Amihud

and Mendelson, 1986). The optimal inventory level held by dealers is not static, but

changes over time, according to stock-specific and market liquidity levels (Amihud

et al., 2012). However, independently from the source, market microstructure litera-

ture finds ample evidence of pricing of liquidity risk. The initial asset-specific focus

(Amihud and Mendelson, 1986) finds that illiquid securities have greater expected

returns and thus investors require a premium for holding them. Subsequent works

analyse liquidity from a market-wide perspective, as a priced risk factor (Chordia

et al., 2000; Acharya and Pedersen, 2005; Brockman et al., 2009; Amihud et al.,

2015). As a result, liquidity is of great interest for investors and academics and

particularly in connection with the current level of uncertainty and financial tur-

moil. Despite the increasing interest around this topic in recent years, both the

time-varying characteristic and the sources of illiquidity shocks remain largely unex-

plored. The former pertains the actual ability to model time-varying illiquidity, in

order to adequately describe the effects of illiquidity shocks. The latter regards the

sources of these shocks, which can be endogenous or exogenous. The present work

tries to uncover new evidence on these two important aspects of illiquidity focusing

on the stock market, given its importance for economic growth, social welfare and

political reform (Andrikopoulos et al., 2014). In particular, we investigate a pool of
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eleven Eurozone countries that include core and peripheral economies.

It is widely accepted in the literature that liquidity is not a static phenomenon,

but changes over time (Amihud, 2002). This time-varying characteristic is driven by

several factors that directly affect the optimal inventory level held by market makers.

Among others, it is worth mentioning the presence of informed traders, transparency

of information, number of liquidity providers with their access to capital and overall

uncertainty. In the first part of the present work, we investigate the time-varying

characteristic of market liquidity. While financial reality vividly showed that illiq-

uidity shocks can be persistent and therefor affect securities’ returns, existing models

are not fully capable of capturing these features. Therefor, the need for a deeper and

more careful empirical scrutiny comes from the potential inappropriateness of the ex-

isting evidence in adequately depicting the effects of financial turmoil in the market.

In fact, liquidity time-series have been usually modelled using autoregressive (AR)

processes (Amihud, 2002; Korajczyk and Sadka, 2008; Foran et al., 2015). However,

these models carry strict econometric assumptions. Amihud (2002) provides evi-

dence of illiquidity persistency using an AR(1) process, which implies a unique state

of illiquidity with unexpected and temporary shocks, assumed white noise. Similar

methodologies and findings can be encountered in Korajczyk and Sadka (2008) and

Foran et al. (2014). While these models can conveniently represent time-series of liq-

uidity during tranquil periods of the economy, financial reality depicts a very different

pattern during phases of greater uncertainty and financial turmoil. In fact, shocks

become more persistent and markets can jump into prolonged periods of illiquidity.

For instance, a shock in market liquidity causes higher margin requirements from

liquidity providers with the effect of reducing even further overall market liquidity

(Brunnermeier and Pedersen, 2009). In this context, alternative models should be

taken into consideration to better describe an overall picture of illiquidity time-series,

adequately accounting for tranquil and non-tranquil periods. We thus develop a set

of important research questions that aim to shed some light on the persistency of

illiquidity shocks: (i) are illiquidity shocks persistent? (ii) are there different illiq-
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uidity states? (iii) is each state characterised by a certain degree of persistency?. To

investigate these research questions and to account for the time-varying behaviour

of illiquidity, we employ Markov regime switching (MRS) models. Vastly used in the

economics and financial literature, MRS models have only limited applications in this

field (Watanabe and Watanabe, 2008; Acharya et al., 2013). This methodological

contribution allows us to uncover new evidence on the time-varying characteristic

of illiquidity. In fact, we find that shocks are persistent and characterised by well

distinct states for all the countries in the sample. Moreover, we find that some coun-

tries are better represented by three states. These evidence provide new knowledge

in this field by showing that the non-linear behaviour of illiquidity presents a trend

coherent with liquidity spirals (Brunnermeier and Pedersen, 2009).

The second part of this paper is devoted to the investigation of the sources of

illiquidity shocks. Sudden and pervasive illiquidity shocks can be endogenous or ex-

ogenous. The high degree of financial integration among markets at an international

level indicate that what happens in one country is likely to affect other countries.

For example, there are ample evidence of commonality in liquidity at a regional and

global level (Brockman et al., 2009) and of illiquidity return premia (Amihud et al.,

2015). When a shock in one country spreads its effects to other countries, this phe-

nomenon is generally known as contagion. Since several meanings of contagion exist,

in this paper we adopt the widely acknowledged definition of Forbes and Rigobon

(2002a). Contagion can be interpreted as a significant increase in cross-market link-

ages after a shock to one country. This formalisation brings two significant impli-

cations. Firstly, that cross-market linkages have to increase as a result of a shock

to one country. As noted also in Forbes and Rigobon (2002a), this implies that if

two markets show a high degree of co-movements during periods of stability, even

if markets continue to be highly correlated after a shock to one of them, this may

not be contagion, but only interdependence. Moreover, a shock has to take place, in

order to be transmitted. For example, if a shock originates in the US and spreads to

the UK and Japan, is it possible to talk about contagion transmitted from the UK
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to the Japanese market? Some authors (Smimou and Khallouli, 2015) talk about

shift-contagion, indicating exactly this type of dynamic, which does not disregard the

necessary increase in cross-market linkages. The existing literature identifies three

channels of contagion (Longstaff, 2010; Smimou and Khallouli, 2015). The informa-

tion channel, which takes place when a shock in one market signals economic news

that directly or indirectly impact security prices in other markets (King and Wad-

hwani, 1990). Another vector of transmission takes place via the liquidity channel.

As outlined by Smimou and Khallouli (2015) liquidity shocks may be endogenous,

those driven by economic fundamentals, or exogenous. Brunnermeier and Peder-

sen (2009) propose that investors who suffer losses in one market may have funding

constraints also in other markets, so that overall market liquidity deteriorates. Fur-

thermore, endogenous liquidity shocks in one market may increase uncertainty and

episodes of investors’ withdrawal in other markets, as in the case of the 19th October

1987 market crash. Lastly, a third mean of contagion can be realised through a risk

channel, when a shock in one market is followed by an increase in the risk premia

in other markets (Acharya and Pedersen, 2005). Consequently, contagion occurs

when negative returns in the distressed market affect subsequent returns in other

markets, also given the time-varying nature of risk premia (Amihud et al., 2015).

Given the degree of global integration among markets, the Eurozone constitutes a

more peculiar example to be investigated. In fact, with a shared monetary policy

and a common currency, the Euro area has some unique features that differentiate

it from other realities (Glick and Rose, 2016). It is a pool of heterogenous countries

with core and peripheral economies that are characterised by a certain degree of

interconnection and reciprocal influences. It is therefor necessary to investigate the

internal dynamics of the Eurozone to enhance the understanding of illiquidity in an

attempt to shed new lights on its time-varying components and sources of illiquid-

ity shocks. Therefor, we develop a second set of important research questions: (i)

is there a spillover effect through the liquidity channel among Eurozone countries?

(ii) what is the intensity and direction of illiquidity shocks among heterogenous but

7



integrated countries? (iii) is the spillover effect constant over time or does it suggest

herd behaviour? The answers to these questions enhance the recent literature in this

field (Andrikopoulos et al., 2014; Smimou and Khallouli, 2015), providing new and

substantial methodological contributions. Adapting a model developed by Diebold

and Yilmaz (2009, 2012), this paper seeks to elucidate the spillover dimension of

illiquidity shocks across Eurozone markets. Firstly, with the introduction of an illiq-

uidity spillover index (ISI), which captures the average contribution in the forecast

error variance of illiquidity shocks. Moreover, to account for the time-varying aspect

of illiquidity and to test for shift contagion during market downturns of both local

and global origin, we provide a dynamic approach using rolling window estimation.

Evidence reveal that the intensity of spillovers increases during phases of financial

turmoil supporting the hypothesis of herd behaviour. Moreover, we find that some

countries tend to be persistently net transmitters, while others mostly net receivers.

To sum up, this paper provides a threefold contribution. Firstly, we offer a

methodological improvement to the knowledge of illiquidity shocks and their persis-

tency, using MRS models, which provide empirical evidence of a non-linear behaviour

of illiquidity time series. Secondly, we introduce a new measure that captures the av-

erage illiquidity spillover effect among countries belonging to a currency area. Lastly,

we show that both the direction and the intensity of dynamic spillovers change over

time, thus corroborating evidence of contagion. The rest of the paper is organised

as follows. Section 2 reviews the existing literature and formulates the hypotheses.

Section 3 explains the methodology and section 4 describes the data. The last two

sections report the empirical analysis and concluding remarks.

2 Literature review and hypothesis

An impressive amount of microstructure literature regarding liquidity in asset pricing

developed in the last decades, while its importance became increasingly popular in

relation to market downturns. It is well known that the optimal inventory level that
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market makers hold is not static, but adjusted according to the speed and ability

to find a counterpart for the order flow (Amihud and Mendelson, 1986). Moreover,

dealers adjust their bid-ask spreads to hedge the potential loss deriving from in-

formed traders (Copeland and Galai, 1983; Glosten and Milgrom, 1985; Gârleanu

and Pedersen, 2003). However, liquidity risk is not just affected by stock-specific

characteristics, but also by market-wide shocks (Chordia et al., 2000) that poten-

tially spread during market downturns (Brunnermeier and Pedersen, 2009). Whether

these shocks are persistent has not been fully investigated. Moreover, even though

the stochastic component of market liquidity has been addressed by several authors,

there is little evidence regarding its endogenous and/or exogenous nature.

Amihud (2002) provides empirical evidence that liquidity is persistent and char-

acterised by temporary unexpected shocks, using a trade impact measure, based on

Kyle (1985)’ λ, that captures the level of stock’s illiquidity. He finds that illiquidity

is highly persistent and assumes that shocks represent changes in overall market liq-

uidity relative to investors’ expectations. Similarly, Korajczyk and Sadka (2008) and

Foran et al. (2015) estimate an AR(2) process on pre-whitened extracted principal

components for several liquidity measures finding consistent results with Amihud

(2002). Even though the estimation of time-varying illiquidity through AR(p) pro-

cesses can adequately describe its evolution over time during tranquil periods, they

rely on certain assumptions on illiquidity shocks. For instance, they have to be

temporary and unexpected. However, other authors have often claimed that mar-

ket downturns constitute a source of persistent liquidity shortages (Chordia et al.,

2000; Brunnermeier and Pedersen, 2009). Chordia et al. (2000) indicate two channels

through which liquidity affects asset pricing: one static and one dynamic. The static

channel influences average trading cost and indicates the anticipated co-movement

with the market, while the dynamic channel includes unexpected liquidity shocks

and influences risk. However, the dynamic channel may result in persistent periods

of illiquidity, coherently with the notion of liquidity spirals. This term, coined by

Brunnermeier and Pedersen (2009), refers to the origination of liquidity crises from

9



shortages in funding liquidity. While market liquidity regards the ease of trading and

is related to the cost of buying and selling a security, funding liquidity is property

of both securities and agents that trade. A security is considered to have a good

funding liquidity if it is easy to borrow using the security as collateral. An agent has

good funding liquidity if he is plenty of capital or has considerable access to financing

with low margin requirements. When funding liquidity is largely available, market

makers can satisfy even large orders with low margins and increase overall liquidity.

This situation creates a positive effect on market liquidity due to favourable funding

conditions. Similarly, also market liquidity affects funding. Periods of higher liquid-

ity and lower volatility make easier to finance traders’ positions with lower margins.

Liquidity spirals work in reverse during market downturns and this interaction is po-

tentially more violent (Brunnermeier and Pedersen, 2009). When funding liquidity

is constrained, market makers reduce liquidity and increase transaction costs, which

hamper even more the ability of liquidity to dry up. These dynamics were also at

the basis for the GFC of 2007-2009 and provide a solid theoretical foundation for

the persistency of liquidity shocks. Given this background, we test the following

alternative hypotheses:

• H0 a: Illiquidity shocks are temporary

• H1 a: Illiquidity shocks are persistent and determine a new state of illiquidity

Our methodological contribution using Markov regime-switching models allows

us to test if liquidity follows this non-linear pattern. The null hypothesis is in fact

in line with the strand of literature that estimates illiquidity time-series with AR

processes, since shocks are modelled as white noise. Limited applications of MRS

models for illiquidity time series exist. Watanabe and Watanabe (2008) use a MRS

model based on a detrended aggregate share turnover, adopting as time-series the

liquidity betas obtained from mimicking portfolios to test liquidity risk. Acharya

et al. (2013) consider 2 regimes of US corporate bonds, finding that unexpected

rises in illiquidity have two different effects on bonds, particularly during periods of
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financial stress. On the one hand the price of junk bonds drops, but on the other

hand, liquid high-grade bonds become more valuable. This effect is coherent with

the so called flight to liquidity, already proposed in Amihud (2002) and Acharya and

Pedersen (2005) for stocks, but not tested for time-series of market illiquidity.

Illiquidity shocks can be originated endogenously or transmitted from other mar-

kets or securities. During periods of greater uncertainty and generalised price drops,

the exogenous channel can be particularly emphasised and commonly referred in the

literature as contagion. Particularly in recent times, the high degree of financial in-

tegration among markets at a global level suggests that what happens in one country

is likely to affect other economies. Moreover, the degree of interconnection rises dur-

ing periods of financial turmoil, providing support for phenomena of contagion. For

instance, the literature around financial contagion is immense and it is widely ac-

cepted in the literature that the financial channel dominates other channels (Smimou

and Khallouli, 2015). Forbes and Rigobon (2002a) review several studies focusing

on the various methodologies adopted to support evidence of contagion. They show

that cross-market correlation is time-varying and dependent on volatility. Bae et al.

(2003) present evidence of contagion associating this phenomenon to extreme returns,

using a multinomial logistic regression model. King and Wadhwani (1990) test stock

market cross-contagion between US, UK and Japan around the October 1987 crash,

while Lee and Kim (1993) extend further the sample incorporating 12 major stock

markets. The transmission of the endogenous dynamics specific of one country to

others may be even more evident when markets are particularly integrated. This was

the case of the GFC, where the increased uncertainty following the subprime crisis in

the US hampered overall liquidity at a Global level. For instance, Mollah et al. (2016)

identify the banking sector as the main transmission channel of the GFC between the

US and the Eurozone countries. However, the endogenous channel, due to economic

fundamentals, is not the only mean of contagion reported in the literature. In addi-

tion, exogenous liquidity shocks may constitute a source of contagion independently

of macroeconomic news or noteworthy events, as in the case of the October 19th 1987
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market crash (Roll, 1988; Amihud et al., 1990). Financial contagion, often associ-

ated with market downturns, does not mean that spillovers are a phenomenon that

take place exclusively during financial or liquidity crises. The degree of integration

and interdependence among stock markets posits interesting questions on how the

intensity and direction of spillovers change between tranquil and turbulent periods.

For instance, persistent illiquidity states can take place also during tranquil periods,

when originated endogenously from other markets. The existing literature tends to

classify two types of market integration across international stock exchanges. Part of

the research analyses the impact of regional phenomena to a global perspective. An

example of this is the introduction of the Euro or the Asian crisis (Gebka and Serwa,

2006). Another strand of literature explores financial integration between regional

stock markets and leading stock exchanges. In both cases, financial contagion is

often investigated in terms of returns and volatility spillovers. Hamao et al. (1990)

study the effect of returns and volatility spillovers across international stock markets

following the October 1987 market crash in a GARCH framework. Recent studies

apply vector autoregressive (VAR) models to estimate the degree of causal relation-

ship for pairwise countries. Beirne and Gieck (2014) examine interdependence and

contagion across different asset classes for 60 economies using a global VAR model.

Most of the literature that employs VAR models suffers from limitations due to the

econometric constraints of VAR. An alternative approach is proposed by Diebold

and Yilmaz (2009), who introduce an innovative measure of volatility spillovers that

captures interconnections in a more dynamic setting. However, their initial model,

based on Cholesky factorisation, suffers from econometric limitations due to the or-

dering of variables, which the authors overcome in a subsequent work (Diebold and

Yilmaz, 2012).

The existence evidence of common market-wide determinants of liquidity within

and across countries (Brockman et al., 2009; Amihud et al., 2015), implicitly raises

the question of whether liquidity constitutes an exogenous source of shocks trans-

mitted across markets. Furthermore, it is particularly insightful to investigate this
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issue when the degree of integration already constitutes an important factor that

enhances the interdependence of stock exchanges. For this reason, this work exam-

ines the Eurozone, a currency union that makes particularly interesting to study

not only the presence of liquidity spillovers, but what is also important their inten-

sity and direction. Andrikopoulos et al. (2014) provide evidence of liquidity, return

and volatility spillovers among the G7 stock markets. Even though their sample is

constituted by the leading stock markets in the World and give interesting insights

on the presence of spillovers, the Euro Area is an even more peculiar example of

integration, where countries are pooled by a unique currency and a shared mone-

tary policy. Furthermore, the presence of core and peripheral countries in the same

currency union allows us to assess which economies work as transmitters and which

as receivers of illiquidity shocks. A contribution similar to the present study can be

found in Smimou and Khallouli (2015). The authors analyse illiquidity spillovers in

the Eurozone, finding the existence of shift-contagion and pairwise causal relation-

ship during the GFC. However, there are methodological limitation that the present

study tries to address and further extend. In fact, even though they find evidence of

liquidity spillovers using Granger causality test on VAR, their methodology can only

capture pairwise time-invariant causality. In addition, Granger causality suffers from

a series of limitations and critiques1. Differently from the existing literature on liq-

uidity spillovers, we adapt a methodology developed by Diebold and Yilmaz (2009)

and Diebold and Yilmaz (2012) and we investigate the static and dynamic degree of

interconnection among eurozone countries. We formulate the following non-mutually

exclusive hypotheses:

• H2: Illiquidity shocks are transmitted across member countries of the Eurozone

• H3: The intensity and direction of illiquidity spillovers changes over time

The first hypothesis aims to better understand which countries contributed to the

transmission of illiquidity shocks to other economies of the Union and which countries

1One formal discussion regarding possible drawbacks of this test is provided by Granger (1988)

itself.
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absorbed most of the shocks. This is important in order to enhance the awareness

of the role played by core and peripheral economies toward the overall stability of

the Eurozone. H3 provides two further interesting implications by analysing the

evolution of the spillovers effect in a more dynamic framework. Firstly, by looking at

how the spillover effect changes over time, in order to provide evidence of contagion.

Secondly, by testing how and if countries tend to be permanent net receivers or net

transmitters, in order to detect the sources of shocks.

3 Methodology

The analysis of illiquidity persistency and spillovers in the Eurozone is carried out,

using a sample of eleven countries, namely Austria, Belgium, Finland, France, Ger-

many, Greece, Ireland, Italy, Netherland, Portugal and Spain. These countries con-

stitute the 97% of the total gross domestic product (GDP) and 96% of the total

market capitalisation of the Eurozone and thus can validly represent it2. Moreover,

the sample analysed here is coherent with other studies in this field (Amihud et al.,

2015; Smimou and Khallouli, 2015). There are several factors that make the Euro

Area a peculiar example to investigate the interconnection of stock market illiquid-

ity. In fact, the shared monetary policy and the unique currency are features that

support the existence of a particularly strong degree of interconnection among these

countries. For this reason, common patterns of time-varying illiquidity can emerge

among linked markets, suggesting interesting implications for investors and policy

makers. Furthermore, the predominant US-centric literature demands for further in-

vestigation of other contexts that can enhance the understanding of this relevant and

growing phenomenon. The following sections describe the measure used for the anal-

ysis and the empirical methodologies employed to investigate time-varying illiquidity

and spillovers.

All the stocks, dead and alive, listed in these eleven exchanges are analysed in

2The figures refer to 2015
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order to account for survivorship biases and data regarding daily prices and vol-

umes are gathered from Thomson DataStream for the period from 01/01/1990 to

31/12/2015. The length of the time span allows to highlight the evolution of illiq-

uidity in each country, including remarkable events, such as, for example, the GFC

or the euro crisis. Stock returns are obtained as the logarithmic difference of daily

subsequent prices, ri,t = ln(pi,t)− ln(pi,t−1).

3.1 The illiquidity measure

Several measures exist to proxy liquidity, both direct and indirect, mostly based on

bid and ask prices and volumes. In the present work, illiquidity is measured follow-

ing Amihud (2002), who captures the response of price to order flow, through the

absolute price change per dollar of trading volume, based on (Kyle, 1985)’ λ. In par-

ticular, Kyle (1985) proposes that prices are an increasing function of the imbalance

in the order flow, caused by the fact that market makers can not distinguish between

the order flow generated by informed and uninformed traders. Amihud (2002) stud-

ies the cross-sectional and time varying aspects of illiquidity, proposing a measure

defined ILLIQ and finding that expected stock returns are an increasing function

of expected illiquidity and that illiquidity is persistent over time. Since its intro-

duction, Amihud (2002)’s price impact found strong support and wide applications.

Goyenko et al. (2009) compare several liquidity measures in order to test whether

they are actually appropriate to measure liquidity. They provide two important find-

ings. Firstly, ILLIQ constitutes the best trade impact measure that proxies liquidity

among those tested in their study, particularly in recent years. Secondly, the use of

lower frequency data (e.g. weekly or monthly) can usefully estimate high-frequency

measures, so that the effort of using high-frequency data is not worth the cost (and

the econometric drawbacks). Indirect proxies are also often employed since other

direct measures, such as those based on bid and ask prices, may not be available

for large datasets or long time periods. Further support comes from Sadka (2006)

who finds the highest pairwise correlation between ILLIQ and the fixed and variable
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components of its time-varying liquidity decomposition model. Algebraically, the

daily illiquidity measure (ILL) for each stock i in each market s is given by:

ILLi,s,t =
|ri,s,t|

V OLi,s,t

(1)

where ri,s,t is the log return of stock i in market s at day t and V OLi,s,t is the volume

of stock i in market s at day t. Aggregate stock market illiquidity is calculated, on a

monthly basis3 as the simple average of all the individual stock illiquidity measures

in the market, consistently with other studies (see, for example, Brockman et al.,

2009)4. Algebraically, the monthly illiquidity measure for each stock is calculated as:

ILLIQi,s,m,t =
1

Di,m

Di,m∑
t=1

|ri,m,t|

V OLi,v,m,t

(2)

Where the subscript m indicates the month for which the average is calculated for

each stock. Then, all these measures of individual stocks are averaged across all the

stocks in each market, so that average illiquidity (AILLIQ) is defined as:

AILLIQs,m =
1

Nm

Nm∑
t=1

ILLIQi,m (3)

3I tested illiquidity with both annual and monthly data, consistently with Amihud (2002), but

in the present study only monthly measures are reported for two reasons. Firstly, because there

wouldn’t be enough observations for all the countries and particularly for Ireland, for which data

are available from 2000. Secondly, because the impact of illiquidity has more economic sense with

frequencies of data higher than annual.
4Two different averages are computed, both equally weighted and volume-weighted. The former

is consistent with most of the existing literature. For example, Brockman et al. (2009) use equally-

weighted market measure in their study of commonality in a sample that includes EU countries.

The latter follows the idea of Amihud et al. (2015), who notice that, in most European countries,

the value of the free float available for trading is only part of the total market capitalisation of

companies. Although both ways of averaging are computed, to facilitate the reader, only the

equally-weighted average is reported in the main text. The second way of averaging is included

in the appendix as robustness test and it is substantially coherent with the main findings using

equally-weighted averages.

16



Where Nm is the number of stocks in each month in each market. The entire illiq-

uidity time-series for each country is made of 312 monthly averages, except Ireland,

for which the lack of data on volumes before the 2000 allows us to construct 187

monthly averages.

The use of monthly data is justified by several reasons. First of all, monthly data

are particularly common in financial economics when MRS models are employed

(Guidolin, 2011b). Moreover, in the specific context of the present research, lower

frequency data may not be adequate to portrait the behaviour of illiquidity, which is

often a phenomenon that explains its effects in the relatively short term. Finally, it

must also be considered the econometric drawback in using high frequency proxies,

so that monthly measures are usually employed to smooth the noise observed with

daily or even tick-by-tick data.

3.2 Time-varying illiquidity

In the first part of the present study, the behaviour of illiquidity over time is analysed

using Markov regime switching models. Even though the expectation about future

illiquidity in tranquil periods, characterised by unexpected and temporary shocks,

could be adequately be represented by AR(p) processes, during phases of increased

uncertainty and generalised price drops high illiquidity can be more persistent. This

spiral effect depicted by Brunnermeier and Pedersen (2009) takes place because in

normal times liquidity shocks are absorbed by financial intermediaries, while in peri-

ods of adverse economic conditions and financial stress, intermediaries become more

capital-constrained. Most of the extant literature (Amihud, 2002; Korajczyk and

Sadka, 2008) models illiquidity time-series making use of AR(p) processes, but this

methodology carries certain strong assumptions and implications. In fact, these

models assume stationarity and constant parameters for the entire time-series and

illiquidity shocks, captured by the error term, are assumed to be distributed as white

noise. In particular, Amihud (2002) studies the time series effect of illiquidity, finding

that it is persistent over time and that unexpected illiquidity has a negative effect on
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contemporaneous unexpected stock returns. In his model, monthly market illiquidity

is assumed to follow an AR(1) process, of the form:

lnAILLIQs,m = c0 + c1lnAILLIQs,m−1 + vm (4)

Where lnAILLIQs,m is the natural logarithm of monthly market illiquidity for mar-

ket s in month m, c0 and c1 represent the coefficients and vm is the residual. Indi-

viduals expect c1 to be positive, since it indicates that the current level of illiquidity

is based on its past value (one-period expectation), and it captures the expected

component of illiquidity. The residual, vm, represents the unexpected component

of illiquidity and it is empirically demonstrated to have a negative impact on con-

temporaneous stock returns (Amihud, 2002). However, the error term vm must be a

white noise with mean zero and constant variance (ε2v), to support the claim that un-

expected illiquidity is temporary. Moreover, this model implicitly identifies a unique

state of illiquidity (c0), characterised by unexpected and temporary deviations from

the mean (vm) and the whole time-series must be stationary to avoid spurious regres-

sors. We test our null hypothesis H0a that shocks are temporary and thus illiquidity

time-series can be fully described by the model in equation 4 for each market in the

sample.

Building on the notion of liquidity spirals (Brunnermeier and Pedersen, 2009)

and the dual channel promoted by Chordia et al. (2000), we employ MRS models to

detect whether illiquidity can be better explained in a non-linear framework, thus

providing evidence in favour of our alternative hypotheses. In fact, MRS models can

readily accommodate all the econometric limitations of AR(p) processes, providing a

flexible representation of the time-series with switching parameters. Repeated MRS

models are used for series that are believed to transition over a finite set of unobserved

states and the process is allowed to evolve differently in each state (Brooks, 2014).

All the possible outcomes are split into m regimes, but the time of transition and the

duration between changes in states is random. As a result, the dependent variable yt

switches regime according to some unobserved variable, zt, that takes integral values.

The transition occurs according to a Markov process and described by the Markov
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property:

P (a < yt < b|y1, y2, y3, ..., ym) = P (a < yt < b|yt−1) (5)

The equation states that the probability distribution of the state at any time depends

only on the state at time t-1, and not on the state in previous periods, such as t-2,t-

3,t-n. We follow the method used by Hamilton (1989) to study the different behaviour

of GDP growth in periods of expansion and contraction. His model, proposed for two

regimes but easily extendable to multiple states, assumes that, given an unobserved

state variable, zt, it follows that:

p[zt = 1|zt−1 = 1] = p11

p[zt = 2|zt−1 = 1] = 1− p11
p[zt = 2|zt−1 = 2] = p22

p[zt = 1|zt−1 = 2] = 1− p22

(6)

In the above equations, p11 and p22 are the probabilities that the variable stays

in the same state, 1 and 2 respectively, while 1−p11 and 1−p22 are the probabilities

of a switch to the second state from the first and to the first from the second. Under

the above specifications, zt evolves as an autoregressive process with equation:

zt = (1− p11) + ρzt−1 + ηt, with ρ = p11 + p22 − 1 (7)

The unknown parameters of the model (µ1, µ2, σ
2
1, σ

2
2, p11, p22) are estimated using

maximum likelihood. We apply this methodology on the monthly illiquidity av-

erages for each market. In particular, the estimation allows to release all the as-

sumption of AR(p) processes, thus allowing intercepts, coefficients and variances to

switch between states. The economics and financial literature that makes use of this

methodology is immense. Hamilton (1989) presents the growth rate of GDP as a

switching process to capture the asymmetrical behaviour of expansion and recession

phases, while Garcia and Perron (1996) and Ang and Bekaert (2002) apply it on in-

terest rates. Various applications also exist for exchange rates (Engel and Hamilton,

19



1990; Bergman and Hansson, 2005; Frömmel et al., 2005; Syllignakis and Kouretas,

2011). In the financial economics literature, Kim et al. (1998) analyse monthly stock

returns, while Guidolin (2011b) and Guidolin (2011a) provide many applications to

returns and portfolio choice. Forbes and Rigobon (2002b) analyse the joint distribu-

tion of equity and Treasury bond returns, while Elliott et al. (2005) focus on option

pricing models. A few examples of this methodology exist also in the context of

liquidity. Acharya et al. (2013) examine different states of US-corporate bonds and

Watanabe and Watanabe (2008) investigates the time-varying liquidity risk betas5.

3.3 Illiquidity spillovers

To analyse illiquidity spillovers across Eurozone’s markets, we employ a modified

version of Diebold and Yilmaz (2012, 2015). This methodology is based on a VAR

modelling technique and the resulting estimation of variance decomposition. This

approach, built on previous works from Koop et al. (1996) and Pesaran and Shin

(1998), allows us to measure directional illiquidity spillovers in a generalised VAR

framework that overcomes the possible effects of variable ordering. Previous evi-

dence of financial contagion through the liquidity channel provide limited findings

due to methodological constraints. Among others, Andrikopoulos et al. (2014) un-

cover evidence of Granger causal relationship between G7 stock markets in returns,

volatility and illiquidity. A similar methodology is employed in Smimou and Khal-

louli (2015) for liquidity spillovers for a set of Eurozone countries. Although both

studies adopt variance decomposition as robustness test, they are limited by the

ordering of variables and only capture pairwise causation.

The present work differs from these recent contribution under several perspec-

tives. First of all, it provides an innovative illiquidity spillover index (ISI) able to

capture the contribution of spillovers of illiquidity shocks across markets. Secondly,

differently from variance decomposition and Cholesky factorisation, the results are

invariant by the ordering of variables. Lastly, this paper estimates the intensity and

5For a complete theoretical review of MRS models in economics and finance see Guidolin (2011a).
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direction of gross and net spillovers. In fact, models based on Granger causality

and variance decomposition can only capture pairwise correlation, which is constant

for the full sample. Recent economic events, characterised by turbulence, growing

integration and worldwide shocks, makes unlikely that fixed-parameter models apply

over the entire sample, thus requiring a more dynamic approach. For this reason,

we calculate a dynamic version of spillover analysis using rolling-window estimation

that takes into account the time-varying component of illiquidity, consistently with

the major literature (Chordia et al., 2000; Brunnermeier and Pedersen, 2009).

Consider a covariance-stationary N-variable VAR(p) with p lags, of the form:

Xt =

p∑
k=1

akXt−k + εt (8)

where Xt is a vector of log illiquidity measures,
∑p

k=1 ak is the matrix of the autore-

gressive parameters and εt is a vector of i.i.d error terms ε ∼ (0, σ2) for each equa-

tion in the system. The moving average representation of the covariance-stationary

VAR(p) is Xt =
∑∞

i=0Aiεt−i, where the Ai is a N × N matrix of coefficients that

follow the recursion Ai = ϕ1Ai−1 + ϕ2Ai−2 + · · ·+ ϕpAi−p , with A0 being a N ×N
identity matrix with Ai = 0 for i < 0.

Following Diebold and Yilmaz (2012), who use their model on a generalised VAR

approach based on Koop et al. (1996) and Pesaran and Shin (1998), in which variance

decomposition is invariant on variable ordering, it results in an h-step-ahead forecast

error variance decomposition θgij(H) with H = 1, 2, . . . we have:

θgij(H) =
σ−1jj

∑H−1
h=0 (e′Ah

∑
ej)

2∑H−1
h=0 (ei′Ah

∑
Ah′ei)

(9)

∑
represents the variance matrix for the error vector ε, σjj is the standard devia-

tion of the error term for the jth equation and e′ is a selection vector, with one as the

ith element and zeros otherwise. The entries of the variance decomposition matrix are

normalised based on the row sum, in order to satisfy the condition
∑N

i,j θ̃
g
i,j(H) = 1 ,

where the superscript θ̃ indicates the normalised error variance. The total illiquidity
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spillover index is then constructed as:

ISI =

∑N
i,j=1;i 6=j θ̃

g
i,j(H)∑g

i,j=1 θ̃
g
i,j(H)

∗ 100 (10)

And, under the above condition of normalisation, it is equal to:

ISI =

∑N
i,j=1;i 6=j θ̃

g
i,j(H)

N
∗ 100 (11)

This measure describes the average contribution of illiquidity spillovers from

shocks due to all variables to the total forecast error variance and constitutes a

sufficient tool to estimate how much of shocks to illiquidity spillover among Euro-

zone’s markets. However, the normalised elements of the matrix provide further

information on the direction of spillovers, transmitted from market i to all other

markets:

ISIi→j =

∑N
j=1;j 6=i θ̃

g
j,i(H)∑N

i,j=1 θ̃
g
j,i(H)

∗ 100 =

∑N
j=1;j 6=i θ̃

g
j,i(H)

N
∗ 100 (12)

As well as received by market i from all other markets:

ISIi←j =

∑N
j=1;j 6=i θ̃

g
i,j(H)∑N

i,j=1 θ̃
g
i,j(H)

∗ 100 =

∑N
j=1;j 6=i θ̃

g
i,j(H)

N
∗ 100 (13)

A further interesting feature is the computation of the net spillover, which shows

whether a market is a net receiver or transmitter. The net illiquidity spillover from

market i to all other markets j is obtained as:

NISIi = ISIi→j − ISIi←j (14)

The above measures capture total and net directional spillovers in a simple but

effective measure. Even though they provide valuable information to the transmission

of illiquidity shocks, the present study is not limited to a static representation of

spillovers. Given the time-varying nature of illiquidity and the market-wide events

that characterised recent history, it is necessary to include more dynamic models

in the analysis. In fact, single fixed-parameters may omit valuable information on

illiquidity transmission. To address this issue, illiquidity spillovers are estimated in

a dynamic setting, using a 60-months rolling windows.
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4 Data and descriptive statistics

The overall sample is constituted by daily adjusted closing prices and volumes, for

each stock in each market. Past literature reports that equity data from Thomson

DataStream must be handled with care (Andrikopoulos et al., 2014). A frequent

procedure to filter data from this source is proposed by Ince and Porter (2006). In

this study several filters are applied in order to minimise the risk of data errors

following Ince and Porter (2006) and Lee (2011). Specifically, only domestic stocks

recorded as equity in DataStream and listed in the main stock exchange for which

data are available are included. Moreover, data are cleaned from possible biases

using the following filters:

• Zero daily returns are coded as missing;

• Daily returns are coded as missing if they are greater than 200% and if (1 +

ri,d) ∗ (1 + ri,d−1)− 1 ≤ 50%;

• Daily returns are coded as missing if their drop in value is greater than 97%;

• Stocks with daily volume greater than number of share outstanding are deleted;

• Daily volumes are coded as missing if their value is smaller than 100e;

• Market days in which more than 90% stocks have zero returns are excluded.

Tables 1 and 2 show the summary statistics of the illiquidity measures for each

market, obtained as the equally-weighted average of individual stocks’ measures.

Table 1 reports the number of observations, mean, standard deviation, minimum

and maximum values of the monthly averages illiquidity time-series. The number

of observations (number of months) changes according to the availability of data.

Ireland, for example, has 187 observations, since data on volumes are available only

from 2000 on Datastream. Portugal is the most illiquid market and Italy is the least

illiquid. From table 2, it can be noticed that illiquidity time series are positively
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skewed and show an excess kurtosis substantially greater than 3, indicating a devi-

ation from the normality assumption. In addition, the p-values of the Shapiro-Wilk

test (S-W) indicate that the null hypothesis of normal distribution is significantly

rejected for all markets. The features of skewness and kurtosis are consistent with

the existing findings around the characteristics of illiquidity. In particular, regarding

kurtosis, it is extensively reported in the literature that sudden and pervasive drops

characterise financial markets, as in the case of the October 1987 crash (Roll, 1988).

Table 1: Summary statistics

The table presents the mean, standard deviation, minimum and maximum values for the stock

market average illiquidity calculated across each stock in each country. The sample runs from

January 1, 1990 to December 31, 2015. The number of observation depends on the availability of

data. Each observation corresponds to a monthly average.

Austria Belgium Finland France Germany Greece Ireland Italy Netherland Portugal Spain

Observations 312 312 312 312 312 311 187 312 312 312 311

Mean 8.764 14.535 3.766 11.748 8.73 5.942 3.133 0.571 2.962 16.979 1.015

Std. Dev. 5.906 9.662 2.211 3.019 4.24 5.391 3.009 0.309 1.713 9.812 0.627

Min 0.934 0.063 0.697 3.605 1.47 0.543 0.483 0.018 1.020 2.849 0.269

Max 43.688 44.852 11.905 20.707 21.03 25.197 20.056 1.469 15.095 56.503 4.925

Table 2: Normality features

The table presents the mean, median, skewness, kurtosis and the p-value of the Shapiro-Wilk test

for the stock market average illiquidity of each country. It can be seen that for all the countries the

assumption of normality can be rejected.

Statistic Austria Belgium Finland France Germany Greece Ireland Italy Netherland Portugal Spain

Mean 8.76 14.53 3.77 11.75 8.73 5.94 3.13 0.57 2.96 16.98 1.02

Median 8.23 15.39 3.21 11.22 8.72 3.79 2.17 0.56 2.50 14.59 0.86

Skewness 1.75 0.08 0.85 0.47 0.47 1.33 2.63 0.25 2.83 1.33 2.38

Kurtosis 8.66 2.29 3.35 3.33 2.53 3.94 12.13 2.94 15.10 5.02 11.10

p-value S-W test 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
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Table 3 reports the correlation coefficients. Many countries indicate positive

correlations, supporting the idea of integration among Eurozone markets. The most

evident exception to this trend can be seen for Greece, which shows negative pairwise

correlation with the majority of the other countries.

Table 3: Correlation analysis

The table presents the correlation matrix of the time-series of illiquidity measures. Illiquidity is

measured using the Amihud measure for each stock and is averaged across all the stocks in each

country. The sample runs from January 1, 1990 to December 31, 2015.

Austria Belgium Finland France Germany Greece Ireland Italy Netherland Portugal Spain

Austria 1

Belgium 0.089 1

Finland 0.328 0.479 1

France 0.431 0.395 0.514 1

Germany 0.200 0.283 0.110 0.469 1

Greece -0.243 -0.395 -0.207 -0.487 -0.044 1

Ireland 0.153 -0.052 0.086 0.039 0.002 0.177 1

Italy 0.282 0.206 0.441 0.454 0.348 0.188 0.203 1

Netherland 0.298 0.168 0.236 0.480 0.436 -0.097 0.163 0.340 1

Portugal 0.036 0.172 0.092 -0.060 -0.051 0.060 0.035 0.070 -0.007 1

Spain -0.009 0.273 0.249 0.213 0.206 0.016 0.044 0.325 0.190 0.036 1

Figure 1 describes, for each market, the trend of ln-illiquidity, likewise to Amihud

and Mendelson (2015), who report a similar pattern for the US market. From this

graphical overview, a few considerations can be inferred. All the markets present

well defined states of high and low illiquidity that last for several months. The most

evident can be noted for Belgium and Italy, where a clear change around January

1996 indicates a switch from low to high illiquidity. Common to most of the markets

depicted is the increase in illiquidity around the GFC of 2007-2009. However, illiquid-

ity peaks are not highlighted only in conjunction with the GFC. In fact, coherently

with the existing literature (see Acharya and Pedersen, 2005), jumps in illiquidity

take place in connection with the most remarkable events of the last 25 years. Con-

stitute examples of this evidence the Asian crisis, the Russian and the Long Term

Capital Management default and also the “dotcom” bubble. However, even though
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common patterns across markets can be identified, other events are specific of each

single economy, such as the Irish banking sector crisis after the GFC, or the Greek

sovereign debt crisis. Another interesting feature can be noticed in connection with

the introduction of the Euro as a common currency. In fact, it can be observed a

general increase in illiquidity after the 2000 for almost all the markets, correspond-

ing to the introduction of the Euro and the dotcom bubble. However, the increase

in illiquidity is somewhat unexpected, since greater interconnection across capital

markets should be a motive for an improvement in market liquidity. A further point

of interest refers to the relation between illiquidity and volatility. Periods of greater

illiquidity show also higher volatility, consistently with Brunnermeier and Pedersen

(2009).
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Figure 1: Log illiquidity time-series
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The central point of the reported plots is the evidence that more than one state

of illiquidity can be identified. In particular, liquidity shocks tend to persist for

several months, determining an illiquidity state different form the previous period.

Therefor, these graphs propose interesting insights and econometric implications that

have to be considered and that will be addresses later. The idea of Chordia et al.

(2000), who notice that illiquidity measures are subject to econometric problems,

is a valid point from the graphical investigation. We thus test stationarity with an

augmented Dickey-Fuller test (table 4). The null hypothesis of a unit root can be

rejected for Finland and Spain, with marginal rejection for France, Italy, Netherland

and Portugal.

Table 4: ADF test on lnilliq

The table presents the p-values of the Augmented Dickey-Fuller test for the presence of a unit root.

The test is performed on the logarithm of monthly average of illiquidity for each country and the

alternative hypothesis is stationarity of the time.series.

Country Austria Belgium Finland France Germany Greece Ireland Italy Netherland Portugal Spain

p-value 0.4189 0.9039 0.0000 0.0367 0.4253 0.9254 0.2398 0.0342 0.0215 0.0186 0.0000

Although the ADF test reports evidence of non-stationarity for 5 markets in the

sample, this test may not be appropriate in detecting structural breaks. The issue

of testing structural changes for unknown break dates is extensively examined in

Andrews (1993). Moreover, Garcia and Perron (1996) analyse the supremum Wald

test, for the specific case of two regimes. Table 5 reports the p-values of the supremum

Wald test for unknown break dates, which strongly rejects the null hypothesis of no

structural changes for each country. Even though this test is limited to the specific

case of two states, for the purpose of the present study, the evidence of structural

breaks justifies the adoption of MRS models as alternative to AR(p) models.
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Table 5: Sup. Wald test for structural breaks

The table presents the p-value of the supremum Wald test for the presence of structural breaks in

the series. The test is performed on the log of monthly illiquidity averages for each country. The

test has as null hypothesis the absence of structural breaks against the alternative of one structural

break.

Country Austria Belgium Finland France Germany Greece Ireland Italy Netherland Portugal Spain

Sup Wald (p-value) 0.000 0.000 0.000 0.000 0.000 0.009 0.000 0.000 0.002 0.000 0.015

5 Empirical results

In this section, we investigate the time-varying nature of illiquidity and its channels

of transmission for our pool of 11 Eurozone countries. We begin by testing our

initial hypotheses on the characteristics of illiquidity time series. In section 5.1, the

standard AR(1) process is compared to a MRS model with multiple states, where

all the parameters are allowed to switch between regimes. We start with a 2-regimes

MRS model, where the two states indicate high and low levels of market illiquidity.

Then, we test a 3-regimes MRS model, where the three states indicate normal, high

and low illiquidity. Next, in sections 5.2 and 5.3 we look at illiquidity spillovers to

investigate if the financial channel constitutes a source of transmission of illiquidity

shocks among markets belonging to a currency area. To achieve this, we implement

our innovative illiquidity spillover index (ISI) together with a dynamic approach

using rolling estimation. The latter allows to better understand the intensity and

direction of spillovers in tranquil periods and during accentuated financial turmoil.

5.1 Autoregressive illiquidity: one vs multiple states

Time-varying illiquidity is firstly analysed using the AR(1) model depicted in equa-

tion 4 for each Eurozone’s monthly illiquidity time-series. Table 6 reports the empir-

ical estimation and includes intercepts and coefficients (with t-stats in parentheses),

r2 and score of the Akaike’s information criterion (AIC). It can be noticed that all

the coefficients are positive and significant, indicating common patterns in terms of
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illiquidity persistency in the Eurozone. Furthermore, even though the magnitude of

the AR coefficients changes from country to country, it is generally consistent with

previous evidence for the US market6 (Amihud, 2002) and also greater in most cases.

Generally, core economies show high persistency, with the case of Germany particu-

larly emblematic, with a highly significant coefficient of 0.91. In contrast, peripheral

markets, such as Ireland, Portugal and Spain report lower persistency. The inter-

cepts substantially support our descriptives reported in table 1, which identify Italy

as the least illiquid country and Portugal as the most illiquid. Diagnostics plots for

the residuals 7 indicate that errors do not seem to be white noise and that they have

autocorrelation. These diagnostics, together with the evidence of non-stationarity

and presence of structural changes reported in tables 4 and 5 suggest that non-linear

models would be more appropriate to describe illiquidity time-series, in lieu of AR

processes.

To better understand time-varying illiquidity, we start by using a MRS model

with 2 states, which can be interpreted as high and low illiquidity. For each regime,

both the intercept and the AR coefficient are allowed to change, in order to detect

the degree of persistency of illiquidity shocks. Moreover, the matrix of transition

probabilities estimates the likelihood of a switch in regime between one period and

the following. Table 7 shows the estimated output. It reports, for each country, the

intercept and the AR coefficient for states 1 and 2. It can be seen that almost all the

coefficients are positive and highly significant, indicating that shocks identify a new

state of illiquidity and that each state is persistent. Further support to this claim is

provided by the matrix of transition probabilities. In particular, the probability of

a switch in regime conditional on the regime in the previous period (p12 and p21) is

very close to zero for the majority of countries. This evidence testifies that after a

shock it is unlikely for the random variable to revert in the following period to the

other state. In contrast, Belgium, Germany and Greece report a higher probability

of a switch compared to the probability of non-switching. The case of Belgium is

6Amihud (2002) finds a highly significant autoregressive coefficient of 0.768 and an r2 of 0.53.
7Reported in the Appendix 1 to conserve space
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Table 6: Illiquidity persistency with AR(1) processes

The table shows results from a AR(1) process for each country in the sample of the ln of the equally-

weighted averages of individual illiquidity measures, AILLIQs,m = c0 + c1AILLIQs,m−1 + vm,

where c0 and c1 represent the coefficients and vm is the residual. Intercepts and autoregressive

coefficients with their relative t-stats are reported in the first two columns of the table, together

with the R2 of the regression and the Akaike information criterion (AIC) in the third and fourth

columns.

constant coeff. AR(1) R2 AIC

Austria 0.294*** 0.853*** 0.741 228.8

(4.96) (29.76)

Belgium 0.0648* 0.973*** 0.959 230.4

(2.15) (84.80)

Finland 0.365*** 0.679*** 0.457 404.1

(6.65) (16.11)

France 0.720*** 0.705*** 0.525 -188.3

(7.72) (18.48)

Germany 0.186*** 0.910*** 0.832 -43.87

(3.80) (39.09)

Greece 0.0456 0.968*** 0.932 0.390

(1.85) (64.91)

Ireland 0.445*** 0.448*** 0.2 409.1

(-5.93) (-6.78)

Italy -0.0622* 0.910*** 0.854 187.8

(-2.45) (42.46)

Netherland 0.468*** 0.520*** 0.272 293.4

(9.04) (10.75)

Portugal 1.454*** 0.456*** 0.207 457.4

(10.46) (8.98)

Spain -0.0669* 0.456*** 0.209 398.9

(-2.49) (-9.03)

trivial. In fact, despite a positive and significant AR coefficient of 0.874 for regime

1, the matrix indicates that the probability of being in state 1 at time t, conditional

on being in regime 1 at time t-1 is only 0.04%. In order to assess whether this

non-linear approach better fits to the data, we use the AIC as decision criterion,

following Perron (1997). In particular, we look at the model that minimises the AIC
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for each market, comparing the last column of table 6 with the last row of table 7.

It can be seen that the AIC is minimised for all the countries in the sample when

the MRS model is employed. Thus, we can conclude in favour of our alternative

hypothesis (H1) that more than one illiquidity state is identified and that each state

is persistent. As a further support to our findings, we look at the residuals of the

MRS model (Appendix 2). They show that residuals tend to be normally distributed

and the autocorrelation considerably decays. Figure 2 depicts the estimated regimes

on the illiquidity time-series for each country, together with the smoothed transition

probabilities. Regime 1 is represented by the grey area, while the white area refers to

regime 2. The behaviour of illiquidity time series considerably varies among markets,

in terms of switches in regime. Finland, France, Ireland, Italy and Portugal report

long periods where the sate variable is in regime 1, with associated probabilities very

close to the unit. In contrast, other countries show more frequent switches, both in

tranquil phases of the economy and during financial turmoil.

Even though the description of illiquidity time-series using a 2-states Markov

model substantially improves the understanding of its behaviour, we extend the

robustness of the findings by testing for the existence of more regimes. In fact,

past research argues that MRS model should not be constrained to a predetermined

number of states (Guidolin, 2011a). This is because the theoretical justification to the

use of MRS models implies that there should not be a mere trade-off decision between

these models and two-state nonlinear frameworks. Instead, the data themselves

should provide information on the most suitable number of states. As a result, we

do not confine our analysis to the arbitrary imposition of 2 states, as in Watanabe

and Watanabe (2008) and Acharya et al. (2013), but we also test for 3 states and we

report the estimation in table 8.

32



Table 7: MRS model: 2 states

The table reports the results of the MRS model for switching intercepts and AR coefficients, tested for the presence of 2 states

for each country for equally-weighted averages of the ln of individual illiquidity measures, over the period from January 1, 1990

to December 31, 2015. The first four rows indicate the states identified with the corresponding intercepts and AR coefficients.

The following four rows report the estimated matrix of transition probabilities of a switch in regime. The last two rows of each

panel indicates the Schwarz-Bayesian and Akaike’s information criteria. The stars (*) next to each estimated intercepts and

coefficients indicate the significance level: 10%(*), 5%(**) and 1%(***).

MRS: 2 states Austria Belgium Finland France Germany Greece Ireland Italy Netherland Portugal Spain

State 1

Constant 0.106* 0.33* 0.892*** 0.554*** 0.639*** 0.245*** 1.251*** -0.16*** 0.3*** 1.622*** 0.384*

Coefficient 0.946*** 0.874*** 0.31* 0.781*** 0.768*** 0.872*** -0.022 0.656*** 0.677*** 0.483*** -0.594*

State 2

Constant 1.853*** -0.128** 0.124** 1.735*** -0.127* -0.199** 0.096 -0.583* 0.739*** 2.011*** -0.087***

Coefficient 0.198* 1.046*** 0.876*** 0.234* 1.015*** 1.091*** 0.502*** 0.758*** 0.315** 0.19** 0.646***

p11 98.35% 0.04% 91.27% 97.93% 9.95% 35.72% 97.75% 99.62% 95.93% 99.99% 50.72%

p12 1.65% 99.96% 8.73% 2.07% 90.05% 64.28% 2.25% 0.38% 4.07% 0.01% 49.28%

p21 2.44% 68.1% 5.55% 5.08% 52.37% 64.2% 3.1% 0.01% 10.81% 0.46% 9.4%

p22 97.56% 31.9% 94.45% 94.92% 47.63% 35.8% 96.9% 99.99% 89.19% 99.54% 90.6%

SBIC 192.4 232.4 380.7 -183.5 -47.3 16.65 395.9 189.8 297.7 446.8 372.2

AIC 158.5 198.5 346.8 -217.4 -81.3 -17.3 366.1 155.9 263.8 412.9 338.4
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Figure 2: Regimes and transition probabilities
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(b) Belgium
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(c) Finland
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(d) France
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(e) Germany
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(f) Greece
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(i) Netherland
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(j) Portugal
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(k) Spain
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Table 8: MRS model: 3 states

The table reports the results of the MRS model for switching intercepts and AR coefficients, tested for the presence of 3 states

for each country for equally-weighted averages of the ln of individual illiquidity measures, over the period from January 1, 1990

to December 31, 2015. The first six rows indicate the states identified with the corresponding intercepts and AR coefficients.

The following six rows report the estimated matrix of transition probabilities of a switch in regime. The last two rows of each

panel indicates the Schwarz-Bayesian and Akaike’s information criteria. The stars (*) next to each estimated intercepts and

coefficients indicate the significance level: 10%(*), 5%(**) and 1%(***).

MRS: 3 states Austria Belgium Finland France Germany Greece Ireland Italy Netherland Portugal Spain

State 1

Constant -0.215* -0.37 0.984*** 1.982*** 0.608*** -0.249** 1.265*** 0.005 0.644*** 1.628*** 0.316

Coefficient 1.139*** 1.029*** 0.211 0.13 0.799*** 1.124*** -0.029 0.944*** 0.256*** 0.482*** -0.55*

State 2

Constant 0.312*** 0.063 0.058 0.491*** -0.039 2.083*** -0.266* -0.176*** 0.900*** 2.148*** 0.13

Coefficient 0.817*** 0.987*** 0.804*** 0.843*** 0.996*** 0.03 0.365* 0.563*** -0.012 0.157* 0.961

State 3

Constant 1.859*** 0.575*** 0.175* 0.281*** -0.618*** 0.245*** 0.355 -0.291 0.126 1.662 -0.23

Coefficient 0.191* 0.883*** 1.007*** 0.841*** 1.151*** 0.870*** 0.585* 1.088*** 0.917*** 0.273 0.515***

p11 19.14% 2.13% 89.47% 91.31% 18.49% 34.41% 97.59% 72.27% 0.60% 100.00% 44.53%

p12 77.50% 45.38% 9.40% 8.68% 4.91E-01 0.70% 2.38% 9.45% 23.55% 4.73E-08 1.23%

p21 63.21% 17.87% 7.54% 3.05% 33.61% 4.50E-05 7.72% 7.03% 15.17% 3.58E-05 0.31%

p22 36.79% 76.51% 20.00% 28.59% 59.74% 100.00% 36.95% 87.05% 84.83% 76.25% 21.00%

p31 2.45% 75.54% 1.03% 2.61E-05 73.83% 57.59% 0.13% 60.85% 27.35% 1.65% 13.25%

p32 3.22E-10 24.42% 89.26% 78.88% 17.91% 1.12E-09 42.60% 26.13% 2.22E-05 61.73% 72.65%

SBIC 206.4 226.7 384.1 -188.1 -60.4 12.3 410.2 214.2 299.2 468.8 382.8

AIC 164.5 184.8 342.2 -229.9 -102.3 -29.5 374.4 172.3 261.1 426.8 340.9
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Table 8 reports the estimation using MRS methodology for 3 states of illiquidity

time-series with switching parameters, similarly to table 7. By allowing the model

to identify 3 distinct states, our aim is to capture one normal state of illiquidity, one

persistent period of high illiquidity and one persistent period of low illiquidity. In

fact, when an illiquidity shock takes place, the level of funding illiquidity deteriorates

with negative effects on market illiquidity (Brunnermeier and Pedersen, 2009). In

contrast, highly liquid markets result in better margin requirements that increase

funding liquidity, hence improving market liquidity and corresponding to the low

illiquid state. It can be noted that most of the parameters are positive and significant,

except for Spain, where all the constants are not significantly different from zero.

Although having one constant statistically equal to zero is not an issue per se, since

it constitutes a state itself, in the case of Spain we deduct that the model is not

able to detect different regimes when three switching states are estimated. However,

our overall results provide further robustness to the 2-states estimation and the

employment of Markov methodology. Regarding the AR coefficients, it can be seen

that high persistency of each state is found for almost all the countries and all the

states. There are some contexts where the probability of a switch is very low even

though the AR coefficient is not significantly different from zero. For example, state 1

for France, which indicates high illiquidity (1.982), reports an insignificant coefficient

of 0.13, but the probability (p11) is 91.31%. Similarly, state 2 of Greece and state 1 of

Ireland, which also correspond to high illiquidity, have insignificant coefficients but a

very low probability of a switch. These counterintuitive evidence can be interpreted

in terms of sources of persistent illiquidity shocks. In fact, the AR coefficient may

not capture exogenous shocks originated from other markets that cause illiquidity to

be persistent in a given market.

At this point it is legitimate to ask which model is preferable between those with

2 and 3 regimes. The adopted decision criterion to firstly provide evidence that MRS

model better explain illiquidity time-series compared to AR processes was the AIC.

However, Perron (1997) finds that AIC performs badly compared to the Schawrz-
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Bayesian Information Criterion (SBIC) in detecting the number of changes in a time

series. Therefor we look at the SBIC criterion to detect for which models it is

minimised, comparing the penultimate row of tables 7 and 8. From the comparison,

it can be noticed that for the majority of markets the SBIC is minimised with three

switching states. The only exceptions are Austria, Ireland, Italy Portugal and Spain,

where the best model is a 2-regimes Markov model. As a further robustness test, we

perform the empirical estimation for 4 and 5 states. Table 9 reports the comparison

in terms of AIC and shows that MRS models minimise the decision criterion and

therefor are preferred to analyse time-varying illiquidity. In untabulated results, we

find that the SBIC is minimised for none of the countries with a number of states

greater than 3. We do not extend the analysis to a greater number of states in order

to preserve economic significance of our results. In fact, an excessively high number

of states may be meaningless in terms of interpretation of the economic significance.

Table 9: Comparison of the models

Comparison of the Akaike’s information criterion for the three models and for each country in the

sample. The star (*) indicates the model that minimises the information criterion.

AR(1) MRS 2 regimes MRS 3 regimes

Austria 228.8 158.5 155.5*

Belgium 230.4 198.5 175.8*

Finland 404.1 346.8 333.2 *

France -188.3 -217.4 -239.0*

Germany -43.87 -81.3 -111.3*

Greece 0.39 -17.3 -38.6*

Ireland 409.1 366.1 365.5*

Italy 187.8 155.9* 163.4

Netherland 293.4 263.8 248.3*

Portugal 457.4 412.9* 417.9

Spain 398.9 338.4 332.0*

To sum up, we find that illiquidity time series should not be approached using
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linear methodologies, since illiquidity shocks are more persistent than previously

thought and their effect tend to last for some time. These results are also consistent

with the notion of liquidity spirals (Brunnermeier and Pedersen, 2009) and the dual

channel theorised by Chordia et al. (2000).

5.2 Illiquidity spillovers: static analysis

In this section, we report the full-sample spillover analysis, which estimates the

average illiquidity spillover effect across Eurozone stock markets. Table 10, that we

call illiquidity spillover table, shows the average contribution of illiquidity shocks

to and from each country. Every ijth entry represents the estimated contribution

to the forecast error variance of country i coming from innovations to country j.

The last column of the table, labelled “From Others” indicates the sum of the total

contribution to country i from all other countries j. Similarly, the row labelled “To

Others” is the column sum of the total contribution from country i to all other

countries j. Finally, the main feature of this table is our new measure ISI in the

lower right corner, which represents the average illiquidity forecast error variance in

all 11 countries, coming from spillovers.

To start with, the column sum shows that Finland, Italy and the Netherland are,

in this order, the countries that contribute the most to illiquidity shocks to the other

nations. In contrast, peripheral countries such as Portugal, Ireland and Greece are

are amongst the lowest contributors of gross directional spillovers. This evidence

suggests that economies in financial distress contribute to illiquidity spillovers in

proportion to their size. It can be noted, from the row sum “From Others”, that

France is the country where most of the spillover is transmitted. Moreover, some

peripheral countries that include Austria, Belgium, Greece and Portugal, are also

those that receive the lowest spillovers. Lastly, the average non-directional spillover,

which reflects the various measures into a single index, is 53.7%. This number

is interpreted as the total illiquidity forecast error variance in all the 11 markets

coming from spillover for the 53.7%, corroborating the evidence of interconnectedness
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among Eurozone economies. Smimou and Khallouli (2015) report Granger causality

among Eurozone countries with respect to illiquidity. The evidence reported here

are not only consistent with previous studies (Smimou and Khallouli, 2015), but

they also add new and valuable information. First of all in terms of the overall

spillover effect, captured by the measure ISI. Moreover, in terms of pairwise direction

and intensity of the contribution. Although we find clear evidence of transmission

across interrelated economies of illiquidity shocks, the present methodology is limited

in capturing the evolution of spillovers, which require a more dynamic approach.

Furthermore, only gross directional spillovers are reported in the table, so that the

actual net contribution can not be fully understood. In the next section, we extend

our static analysis using rolling-window estimation to describe the evolution of total

and directional spillovers.

5.3 Illiquidity spillovers: dynamic analysis

Several global and local macroeconomic events took place during the sample period

under analysis, including the GFC and the euro crisis. In this context, it is reason-

able to expect that financial turbulence can not adequately be represented by a static

model captured by a single parameter. In order to grasp the potentially important

changes in illiquidity spillovers, the estimation is repeated using a 60-months rolling

analysis. This length of the rolling windows allows reliable estimates with minor

losses in terms of truncation of the sample. In fact, wider windows would substan-

tially reduce the starting point of the graphical representation of the index. However,

the 10-years window depicted in the Figure 3 indicates higher levels of spillovers, par-

ticularly during recent periods of financial turmoil. Moreover, it describes the time

variation of the spillover index.

Since the second half of 2005, the graph already shows higher illiquidity spillovers

across stock markets, slightly below 70%. The downward trend of the following two

years is interrupted by a spike around the end of 2007, which formally constitutes

the beginning of the GFC. However, the index reaches its peak of 75% in late 2008,
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Table 10: Illiquidity spillover table

The table shows the illiquidity spillovers to and from each market in the sample, namely Austria,

Belgium, Finland, France, Germany, Greece, Ireland, Italy, Netherland, Portugal and Spain form

01/01/2000 to 31/12/2015. Each ijth entry represents the estimated contribution to the forecast

error variance and elements in the diagonal report the own contribution. The column ”From

Others” reports the row sum and the row ”To Others” reports the column sum, both excluding

own contribution. The number on the bottom right is the illiquidity spillover index and is reported

in percentage.

AUS BEL FIN FRA GER GRE IRE ITA NET POR SPA From Others

AUS 68.3 1.5 4.7 13.4 0.7 0.5 1.1 3.6 2.2 1.3 2.7 32

BEL 1.1 70.2 9.2 2.5 7.6 1.5 0.2 2.4 1.3 0.1 4 30

FIN 4.3 9.5 38.5 11.5 6.1 2.4 0.7 10.4 7.4 1.5 7.6 61

FRA 5.5 5.6 17.2 22.7 8.2 0.5 0.3 15 12.7 0.8 11.4 77

GER 1.3 6.2 9.1 4.9 37.5 1.8 0.3 16.4 10.1 1.4 11.1 63

GRE 0.6 0.8 3.2 0.7 3.9 64.7 3.6 12.5 4.8 0.2 5 35

IRE 2.2 8.5 11.9 7.4 2.5 5.1 33 7.6 12.3 1.5 8 67

ITA 2.4 3.3 15 7.4 8 5.5 0.8 32.8 12.5 0.3 12 67

NET 1.1 7.6 12.3 10.8 9.9 2.1 1.8 10.4 34.8 0.6 8.7 65

POR 1.4 3.5 3.7 2.3 2.8 4 1.4 1.4 6.9 71.2 1.3 29

SPA 3.9 2.7 11.7 10.5 5.1 4.2 1.4 13.2 10.4 0.8 36.1 64

Contribution to others 24 49 98 71 55 28 12 93 81 8 72 590

Contribution including own 92 119 137 94 92 92 45 126 115 80 108 ISI: 53.70%

indicating the greater level of interconnection of eurozone nations during the GFC

of 2007-2009 and suggesting proofs of contagion. Thereafter, the index reports other

two declining maxima that correspond to the euro crisis. In fact, noticeable events

like the Greek sovereign debt crisis and the Irish banking sector instability took place

in the year immediately following the GFC. In addition, it is interesting to notice

that the spillovers gradually reduce to their mean level with the introduction of the

quantitative easing programme by the European Central Bank on September 2012.

Even though this graphical analysis reports the total spillover plots, valuable pieces

of information regarding the direction are not investigated. To account for this, the

rolling estimation is repeated for each market to retrieve information regarding gross
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Figure 3: Total illiquidity spillover
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directional spillovers. This analysis simply corresponds to the dynamic version of

the row sum reported in table 10. Figure 4 shows the illiquidity spillover from each

country to the others. On the y-axis, it is reported the intensity, which varies from

country to country. Moreover, it can be noted that spillovers considerably fluctuate

over time for all the economies.
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Figure 4: Gross directional spillovers
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In terms of magnitude, Italy and Spain are amongst the nations with the highest

transmission levels, consistently with our static analysis (table 10), reaching peaks

around 20% during the GFC. Greater intensity of spillovers during the GFC can be

also seen for other markets, both core, such as Germany, and peripheral, including

Greece and Ireland. However, there is not a unique common pattern across all the

markets, probably due to country-specific sources of uncertainty. These evidence

using a dynamic spillovers analysis provide evidence of greater interdependence dur-

ing periods of financial instability that other studies unexpectedly fail to grasp. For

instance, Andrikopoulos et al. (2014) do not provide supportive findings of greater

spillover effects using a dummy variable accounting for the GFC period (see An-

drikopoulos et al., 2014, p. 123). Although these plots provide valuable information,

the core of our analysis relies on net directional illiquidity spillovers, in order to

investigate which countries are net transmitters or receivers. Figure 5 shows, for

each market, the net spillover effect, which corresponds to the difference between

the column sum ”From Others” and the row sum ”To others” in table 10. It uncov-

ers interesting evidence in terms of interconnection among Eurozone countries. In

fact, it can be clearly seen that most of the illiquidity transmission comes from Italy

and Spain, the two biggest peripheral countries. Italy is net receiver until mid-2008,

while from that point forth becomes transmitter, reaching the peak of 60% before

the end of 2009. Similarly, Spain is transmitter for almost the entire time period

under analysis, with spikes that exceed 80% during the GFC. Germany turned to be

a transmitter during the crisis period, while overall it absorbed most of the shocks

during the rest of the sample, while France was a net receiver during 2007-2009.

It is interesting to notice that core countries are counterintuitively the channels of

shock transmission to peripheral countries during phases of financial turmoil, while

net receiver in tranquil periods. For instance, small and peripheral economies, which

include Greece, Ireland, Portugal and Belgium were receivers during the GFC. One

of the benefits of this dynamic analysis can be appreciated with respect to the case

of Finland. It substantially contributed to illiquidity shocks only at the beginning
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and end of the time period, while we saw that on average it is the grater transmitter

(see table 10). These findings enhance other studies in this field by providing a pic-

ture of which countries are mostly net transmitters and net receivers. Smimou and

Khallouli (2015) observe a the transmission of local shocks to other markets of the

Eurozone for a limited time window. However, they fail to empirically demonstrate

both the impact of the shock in the receiver country and the net contribution of the

transmitter. We overcome these limitations by showing the overall and net effect of

illiquidity shocks.
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Figure 5: Net directional spillovers
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6 Conclusions, implications and future research

The present study investigates stock market illiquidity, by looking at its time-varying

behaviour and at the sources of illiquidity shocks for a pool of Eurozone countries

form January 1, 1990 to December 31, 2015. In the first part, we provide a method-

ological contribution that uncovers interesting features of time-varying illiquidity,

employing MRS models. This non-linear approach overcomes most of the econo-

metric limitations of the widely employed AR processes in the existing literature

(Amihud, 2002; Korajczyk and Sadka, 2008; Foran et al., 2014). Consistently with

the effects of the GFC and other local and global market downturns and coherently

with the notion of liquidity spirals (Brunnermeier and Pedersen, 2009), we find that

the dynamic channel identified by Chordia et al. (2000) is generated by illiquidity

shocks that persist over time. For instance, our results show that a new persistent

state of illiquidity exists as a result of illiquidity shocks, characterised by positive and

highly significant AR coefficient and a very low probability of a switch. To our knowl-

edge, this is the first study that provides these evidence for stock market illiquidity

for the Euro Area. Previous applications look at the bond market (Acharya et al.,

2013) and the liquidity betas from mimicking portfolios (Watanabe and Watanabe,

2008). However, we also extend these previous applications, by testing for the pres-

ence of multiple states, without limiting the contribution to the arbitrary imposition

of two states. For instance, we find that most of the countries under analysis are

better explained with three-regimes Markov models.

In the second part of this work, we look at the source of illiquidity shocks, by

analysing interconnections and spillovers. This paper investigates endogenous and

exogenous channels of transmission within the Eurozone under both a static and a

dynamic settings. Firstly, this work introduces a new measure that captures inter-

connectedness, defined illiquidity spillover index (ISI), built following Diebold and

Yilmaz (2009) and Diebold and Yilmaz (2012). It captures the forecast error variance

received and transmitted from and to each country in the sample and over the entire

time period. Secondly, given the time-varying nature of illiquidity, the estimation
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is repeated in a dynamic framework using rolling window analysis. Results indicate

strong spillover effects across countries in the sample, with Italy and Spain which

constitute the major sources of illiquidity within the Euro area. The dynamic anal-

ysis reveals that the transmission is not constant over time and that some countries

are net transmitters, while others are net receivers during phases of market turmoil.

This study provides new evidence that enhance the understanding of the charac-

teristics of market illiquidity within the most important currency area. By looking at

its variation over time and the transmission channel, future research can benefit from

the findings presented here, by investigating the implications in terms of pricing of

liquidity risk. In line with recent trends within this field (see, for example, Amihud

et al., 2015), the inclusion of time-varying components and exogenous effects may

shed new lights on the illiquidity premia across countries, with natural implications

for investors and regulators.
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7 Appendix

7.1 Appendix 1

In this section we report the diagnostic tests for the residuals of the AR(1) process

estimated using equation 4. For each AR(1) estimation on the time-series of log

illiquidity, figure 6 shows the quantile-quantile plot and the autocorrelation function

of the residuals. The diagnostics plots for the residuals show that they does not

seem to be white noise and that they have autocorrelation for each market in the

sample. Together with the evidence of non-stationarity and presence of structural

breaks, these empirics support the non-linearity of illiquidity time-series.
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Figure 6: AR(1) Diagnostics
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7.2 Appendix 2

Figure 7: Diagnostics on Residuals
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(q) Germany regime 1
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(u) Greece regime 1
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(y) Ireland regime 1
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−3 −2 −1 0 1 2 3

Normal Q−Q Plot Regime 2

Theoretical Quantiles

S
am

pl
e 

Q
ua

nt
ile

s

() Portugal regime 2

0 5 10 15 20

Lag

A
C

F

ACF of Residuals. Reg: 1

5 10 15 20

Lag

P
ar

tia
l A

C
F

PACF of Residuals. Reg: 1

0 5 10 15 20

Lag

A
C

F

ACF of Square Resid. Reg: 1

5 10 15 20

Lag

P
ar

tia
l A

C
F

PACF of Square Resid. Reg: 1

() Autocorrelation regime 1

0 5 10 15 20

Lag

A
C

F

ACF of Residuals. Reg: 2

5 10 15 20

Lag

P
ar

tia
l A

C
F

PACF of Residuals. Reg: 2

0 5 10 15 20

Lag

A
C

F

ACF of Square Resid. Reg: 2

5 10 15 20

Lag

P
ar

tia
l A

C
F

PACF of Square Resid. Reg: 2

() Autocorrelation regime 2

65



−3 −2 −1 0 1 2 3

Normal Q−Q Plot Regime 1

Theoretical Quantiles

S
am

pl
e 

Q
ua

nt
ile

s

() Spain regime 1
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7.3 Appendix 3

This appendix reports the results obtained with the volume-weighted averages of

individual illiquidity measures. The volume-weighted monthly average is calculated

firstly calculating daily volume-weighted averages for each stock and then averag-

ing across each month and for all the stock in the market. Monthly averages are

multiplied by 100. Algebraically:

Volume-weighted average: V AILLIQs,m =
1

Nm

Nm∑
t=1

ILLIQi,m ∗
V OLDi,m

V OLDs,m

(15)

As a robustness test, we report the estimation obtained with the AR(1) process,

which show results consistently similar to those reported in table 6 with equally-

weighted averages. Figure -2 shows the behaviour of market illiquidity over time for

the 11 markets under considerations. Although the plots appear slightly different

from those reported in figure 1, the graphical evidence of multiple regimes is still

very clear.
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Figure -2: Volume-weighted market illiquidity
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Table 11: Illiquidity persistency with AR(1) processes

The table shows results from a AR(1) process for each country in the sample of the ln of the volume-

weighted averages of individual illiquidity measures, AILLIQs,m = c0 + c1AILLIQs,m−1 + vm,

where c0 and c1 represent the coefficients and vm is the residual. Intercepts and autoregressive

coefficients with their relative t-stats are reported in the first two columns of the table, together

with the R2 of the regression and the Akaike information criterion (AIC) in the third and fourth

columns.

constant coeff. AR(1) R2 AIC

Austria 0.355*** 0.788*** 0.622 230.8

(5.612) (22.552)

Belgium 0.284*** 0.905*** 0.815 232.4

(3.513) (36.899)

Finland 0.28*** 0.787*** 0.639 406.1

(4.792) (23.363)

France 0.459*** 0.635*** 0.407 -186.3

(7.474) (14.568)

Germany 0.085 0.976*** 0.948 -41.87

(1.886) (75.713)

Greece 0.586*** 0.806*** 0.640 2.389

(5.318) (23.454)

Ireland 0.332*** 0.703*** 0.495 411.1

(4.184) (13.434)

Italy -0.238*** 0.830*** 0.689 189.8

(-4.835) (26.148)

Netherland -0.061* 0.821*** 0.678 295.4

(-2.40) (25.49)

Portugal 0.169*** 0.752*** 0.561 459.4

(3.362) (19.852)

Spain -0.152*** 0.886*** 0.787 400.9

(-3.632) (33.691)
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