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Abstract 

We test whether three well-known commodity-specific variables (basis, hedging 
pressure, and momentum) may improve the predictive power for commodity futures 
returns of models otherwise based on macroeconomic factors. We compute recursive, 
out-of-sample forecasts for fifteen monthly commodity futures return series, when 
estimation is based on a stepwise model selection approach under a probability-
weighted regime-switching regression that identifies different volatility regimes. 
Comparisons with an AR(1) benchmark show that the inclusion of commodity-specific 
factors does not improve the forecasting power. We perform a back-testing exercise of a 
mean-variance investment strategy that exploits any predictability of the conditional 
risk premium of commodities, stocks, and bond returns, also taking into account 
transaction costs caused by portfolio rebalancing. The risk-adjusted performance of this 
strategy does not allow us to conclude that any forecasting approach outperforms the 
others. However, there is evidence that investment strategies based on commodity-
specific predictors outperform the remaining strategies in the high-volatility state. 

 
Keywords: stepwise regression, commodity returns, predictability, portfolio 
back-testing. 

 

1.	 Introduction	

Recently, in the academic literature a debate has raged on the role played and the alleged 

distortions induced by speculative investors in commodity markets. For instance, Tang and 

Xiong (2012) have reported a surge from $15 to $200 billion of capital flows in commodity 

futures markets between 2003 and 2008 from institutional investors. Irwin and Sanders 

(2011), Tang and Xiong (2012), and Hamilton and Wu (2015) have traced the start of the 

process of financialization of commodity markets back to 2004. In this context, a literature has 

developed that has investigated the risk sources driving commodity futures returns. In this 
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context, in this paper we formally test—both using standard statistical criteria and resorting to 

economically grounded loss (portfolio trading) functions—whether such a process of 

financialization may have shifted the balance of the predictive relationships involving 

commodity returns from being dominated by variables that describe the dynamics and state of 

(dis-)equilibrium in the very commodity markets to the more classical variables that relate 

asset prices to business cycles and macroeconomic conditions. We perform such an analysis by 

exploiting the flexible predictive power of stepwise regressions, a tool that allows some or all of 

the variables in a standard linear multivariate regression to be chosen automatically, using 

various statistical criteria, from a set of variables (see, e.g., Sharma and Yu, 2015). 

In fact, it is possible to identify different strands in the literature on commodity returns. 

The first strand argues that the expected return of any given commodity futures is driven by 

factors which are specific to each market. This group of papers is based on two main classical 

theories, which assume that the level of inventories and the relative positions of short vs. long 

hedgers in the futures markets (hedging pressure) are the key determinants of futures returns. 

First, the theory of storage (Kaldor, 1939; Brennan, 1958) is based on the assumption that 

producers and inventory holders receive implicit benefits from inventories deriving from the 

possibility to manage any temporary shortages (the “convenience yield”). However, due to the 

presence of costs of carrying such inventories, these benefits decline as inventories increase. 

Because inventories influence spot and futures price relative movements, the convenience yield 

turns out to be related to the basis, i.e., the difference between spot and futures prices. Second, 

the theory of normal backwardation in Keynes (1930) and Hicks (1939) is based on the 

assumption that, to induce risk-averse speculators to take long positions, current futures prices 

must be set at a discount vs. expected future spot prices at maturity, i.e., in ordinary times, the 

market would be in backwardation. The size of the discount is the future risk premium and it 

depends on the interplay between hedgers and speculators. 

Many papers have provided empirical evidence on the forecasting power of commodity-

specific factors related to these classical theories (basis and hedging pressure, besides 

momentum that may be associated to speculative herding behavior). For example, Gorton, 

Hayashi, and Rouwenhorst (2012), exploiting the Theory of Storage, identify a linkage between 

the basis and individual commodity futures return. Building on the theory of hedging pressure, 

Stoll (1979), Hirshleifer (1988) and de Roon, Nijman, and Veld (2000) found that hedging 

pressure affects individual commodity futures premiums. A second strand of literature has 

tested the relationship between macroeconomic variables and commodities. These papers are 

mainly based on the assumption that storage costs and convenience yields are expected to be 
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influenced by the general state of the economy through short-term mismatches between the 

demand and supply of commodities (see e.g., Bessembinder and Chan, 1992). However, only a 

small portion of the literature studies the predictive power of macroeconomic variables that 

have been proven to carry a relation with commodity futures returns. For instance, Gargano 

and Timmermann (2014) examine the predictability of commodity returns from some 

macroeconomic variables and find that bond spreads, the growth rate of money supply, and 

industrial production are better predictors of raw industrials and metals index returns, than for 

foods and textiles commodities. They also observe that the predictability of commodity futures 

returns based on inflation, industrial production, and money supply is stronger during 

economic recessions than during expansions. Giampietro et al. (2018) test whether flexible 

specifications of pricing kernels that jointly price the cross section of commodities, equities, and 

government bonds can be specified to reflect standard macroeconomic variables or else it 

needs to be extended to include commodity-specific variables; they find evidence that 

commodity market information would be required. 

In this paper we compare the predictive power of macro-economic variables for 

commodity returns with that of popular models, extended to include three commonly used 

aggregate commodity-specific factors (i.e., basis, hedging pressure, and momentum), which may 

improve the predictive power of models based on the lagged values of 138 macroeconomic-

based factors, as in Ludvigson and Ng (2009) and Welch and Goyal (2008). Because we would 

like to capture broad categories of economic activity indicators, we use variables in a wide set of 

macroeconomic variables, such as output and income, prices, employment, new orders, housing 

construction and selling activity variables, money, credit, and exchange rates. 

Our question is of considerable importance to both practitioners (arguably, investors, 

including both hedgers and speculators) and academics: under the null hypothesis that 

commodity returns have come to be mostly driven by macroeconomic factors, this would make 

of commodities just another asset class—say, similar to stocks, corporate and government 

bonds—and possibly deny commodities of the appeal often deriving from being considered as 

an “alternative class”; however, if the null were to be rejected showing that accurate and 

economically valuable predictions can be derived only from the information in commodity-

specific variables, this would confirm that commodities remain “special” and are worth being 

considered as a separate asset class, as it seems to be currently the case if one pays attention to 

the way in which graduate teaching curricula as well as trading desks are organized. 

We conduct our analysis on 15 continuous commodity futures series, i.e., Brent Crude 

Oil, Gasoline, Corn, Soybeans, Wheat, Coffee, Cocoa, Sugar, Cotton, Gold, Silver, Platinum, Orange 
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Juice, Lumber, and Live Cattle. We examine the sample period January 1989 - December 2012. 

As You and Daigler (2013), we focus on individual futures contracts. To assess out-of-sample 

(henceforth, OOS) predictability, we split our data and use information for the period January 

1989 - December 2003 for in-sample estimation of the models, and data for the period January 

2004 - December 2012 to test the recursive out-of-sample forecasting performance of a range of 

models. In addition, we take into account the different regimes of market volatility and 

investigate whether the predictive power of the models may depend on such regimes. To test 

the conjecture of a strong dependence, we split both the in-sample and OOS windows in high- 

and low-volatility periods (differently from Jensen et al., 2000, who have instead emphasized 

monetary policy regimes). We use the VIX index as a “proxy” of market volatility. In order to 

select the macroeconomic variables to consider, we adopt a principal components analysis, as 

suggested by Stock and Watson (2006): we therefore identify a limited number of linearly 

uncorrelated variables which effectively summarize a large part of the sample variation of a set 

of potentially correlated variables. We include in our analysis the first ten principal 

components, which explain 60% of the variance of the initial information set.  

Because we study a heterogeneous set of commodities, it is plausible to assume that 

each of them may be predicted by different macroeconomic variables. For this reason, we apply 

a variable selection methodology to each commodity. This approach aims at finding a well-

specified model for each commodity futures return, starting from the same set of predictors. 

Filtering the variables and getting the “best” subset of variables for each commodity series 

avoids statistically irrelevant predictors which would just add noise to the forecasting exercises, 

uselessly reducing the degrees of freedom. In particular, we use forward and backward 

stepwise selection methods, two common tools to select variables in linear regression analysis. 

These are methods for selecting variables from a large dataset, starting with no variables in the 

model and with a model including all the available predictors, respectively. An automatic 

procedure then identifies the most significant variables at each step of the selection, based on 

given criteria. Lastly, to account for the effects of commodity-specific factors, we add them to 

the models previously obtained.2 From the estimation of the resulting predictive regressions, 

we find that the models that include commodity-specific variables perform better than those 

that do not in the high-volatility regime, yielding significant regression coefficients and higher 

R-squares and adjusted R-squares. However, the regression coefficients associated to 

                                                 
2 For each commodity series, we investigate a total of eight variable selection procedures and 
volatility state-combinations models, based on principal components of macroeconomic variables, 
and eight variable selection procedures and volatility state-combinations models based on principal 
components of macroeconomic variables augmented by commodity-specific factors. 
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commodity-specific factors are not significant, both in the high- and low-volatility states. Hence, 

the inclusion of the commodity-specific factors does not bring any positive effects to the in-

sample predictive power of the models as both the R-squared and adjusted R-squared of the 

models fail to show any substantial improvements.  

We calculate low- and high-volatility recursive, OOS forecasts with backward and 

forward predictive regressions that include principal components of macroeconomic variables 

only vs. forecasts which also include the commodity-specific factors. At this point, we perform a 

probability-weighted model averaging by calculating the forecasts of futures returns as the 

weighted average of the low- and high-volatility forecasts, where the weights are represented 

by the predicted probabilities derived from a Markov switching model applied to the VIX index 

series. To evaluate the forecasting accuracy of the models, we adopt two measures: the mean 

absolute prediction error (MAPE) and the root-mean-square prediction error (RMSPE). Both 

MAPE and RMSPE lead us to conclude that neither the models that include only principal 

components of macroeconomic variables nor models that comprise commodity-specific factors 

yield better OOS performances than a simple, naïve first-order autoregressive benchmark. 

Finally, extending previous work by Jensen et al. (2000), Erb and Harvey (2006), and 

Fuertes, Miffre, and Rallis (2010), we turn to a mean-variance framework in which the asset 

menu includes both commodities and traditional assets (equities and bonds). Following 

DeMiguel et al. (2007), we recursively build static one-period optimal mean-variance portfolios, 

considering both rolling and expanding windows of data starting in January 2004 and that ends 

in December 2012. For each optimal set of portfolio weights, we compute the corresponding 

average realized return, realized mean-variance utility, and Sharpe ratio for the back-testing 

period. In order to make our analysis robust, we repeat calculations afresh for a range of values 

of the risk aversion coefficient (between 0.10 and 2.5). In addition, we account for the 

transaction costs of rebalancing the portfolio over time. We consider, as a general rule, that an 

investor may want to rebalance her portfolio only if she can achieve, at least in ex-ante terms, 

an increase in expected utility, i.e., if at time t only if the costs implied by the rebalancing 

decision are less than the increase in portfolio risk-adjusted expected returns at t + 1. 

The back-testing of optimal portfolios is performed both for the case in which we predict 

futures returns only with macroeconomic variables and when we consider instead models that 

include commodity-specific factors. Although such a OOS portfolio back-testing may seem not 

justified by the in-sample and statistical OOS results, a recent literature in portfolio 

management (see, e.g., Dal Pra, Guidolin, Pedio, and Vasile, 2018) has shown that—because the 

typical loss functions employed are deeply different—it is possible for statistical back-testing to 
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reveal a distorted, downward-based picture of the amount of economic value that instead a OOS 

portfolio back-test may disclose. In fact, our results suggest that portfolios resulting from the 

joint use of macroeconomic and commodity specific factors perform better (in the case of 

models built by forward selection) than models driven by macroeconomic variables only. We 

compare the results between the scenarios with and without transaction costs and find that 

under transaction costs, the portfolios associated with regressions based on forward selection 

algorithms but involving both macro and commodity-specific factors are characterized by 

better performance than the macroeconomic variables-only models; the contrary happens in 

the case of regressions built using backward selection stepwise methods. Interestingly, the 

asset allocations are dominated by long exposures to bonds and the residual is structured as a 

long/short strategy with an almost perfect zero net exposure to commodities and equities. The 

empirical result that even going beyond standard mean-variance analysis, it may be difficult to 

obtain evidence in favour of multi-asset portfolios including long positions in individual 

commodities, has recently echoed in the literature (see, e.g., Henriksen, Pichler, Westgaard, and 

Frydenberg, 2018; Lean, Nguyen, and Uddin, 2018).  

We repeat these analyses separately with reference to commodity futures returns 

predicted from optimally selected models (through stepwise regression methods), with 

reference to low- vs. high-volatility regimes. We construct low- and high-volatility portfolios for 

all models and risk aversion coefficient combinations and for both the positive vs. the zero 

transaction costs scenarios. We find that the optimal portfolios obtained with reference to the 

high-volatility regime imply more accurate forecasts, higher realized Sharpe ratios, and higher 

mean-variance realized utility values than the low-volatility regime portfolios, coherently with 

the regression results commented above. These results appear novel: You and Daigler (2013) 

have examined the diversification benefits of using individual futures contracts in a Markowitz 

framework and investigated the differences between ex-ante, in-sample results and ex-post, 

realized performances. However, our focus is distinctively devoted to the differential 

predictability of commodity-specific vs. variables that capture the state of the business cycle. 

The rest of the paper is organized as follows: Section 2 describes the methodology. 

Section 3 contains a description of the data. Section 4 reports the results of the estimation of the 

models and their OOS performances. Section 5 reports the back-testing results from the mean-

variance back-testing exercises. Section 6 summarizes the main results.  

2.	 Research	design 

2.1.	 Definition	of	volatility	regimes	

It is nowadays notorious in the literature that different regimes of market volatility should be 
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featured in factor models, based on the evidence that financial markets may change 

dramatically (see, e.g., Rapach and Zhou, 2013). Portfolio managers, risk arbitrageurs, and 

corporate treasurers closely monitor volatility trends, because changes in prices could have a 

major impact on their investment and risk management decisions. We adopt the VIX index 

provided by the Chicago Board Options Exchange (CBOE) from January 1989 to December 2012 

as a proxy of market volatility. Given that the VIX index is characterized by the presence of 

different states (or regimes), we introduce a regime switching framework in order to 

disentangle the different levels of market volatility. In particular, we adopt a two-state regime 

switching model to feature the existence of a high-volatility and a low-volatility state, where the 

transition between the two regimes is governed by a Markov process:3 

𝑉𝐼𝑋௧ ൌ  𝑐௦೟
൅ 𝜙𝑉𝐼𝑋௧ିଵ ൅ ε௧,                                                         (1) 

with ε௧~ N ሺ0, σଶሻ. The variable 𝑠௧ is a Markov state variable, that follows the transition matrix 

𝑃 ൌ  ൤
𝑃ሺ𝑠௧ ൌ 0|𝑠௧ିଵ ൌ 0ሻ 𝑃ሺ𝑠௧ ൌ 1|𝑠௧ିଵ ൌ 0ሻ
𝑃ሺ𝑠௧ ൌ 0|𝑠௧ିଵ ൌ 1ሻ 𝑃ሺ𝑠௧ ൌ 1|𝑠௧ିଵ ൌ 1ሻ൨ ൌ ቂ

𝑝଴଴ 𝑝ଵ଴
𝑝଴ଵ 𝑝ଵଵ

ቃ,                (2) 

where 𝑝௜௝ (i,	 j = 0,1) denotes the transition probability of 𝑠௧ ൌ 𝑗, given 𝑠௧ିଵ ൌ 𝑖 and the tran-

sition probabilities satisfy 𝑝௜଴ ൅ 𝑝௜ଵ ൌ 1 . The transition matrix governing the behaviour of the 

state variable, contains only two parameters 𝑝଴଴  and 𝑝ଵଵ. Hence, we assume the variable 𝑠௧ is 

not directly observable, but that it can be inferred from the past behaviour of 𝑦௧. 

Figure 1 plots the estimated filtered probabilities that the VIX was in a low-volatility regime 

(clearly the plot for high-volatility state is just specular). From an inspection of the figure, it 

seems that the entire sample period could be divided into four different sub-periods. In 

particular, January 1989-December 1997 and January 2004-December 2007 can be considered 

as low-volatility periods, while January 1998- December 2003 and January 2008-December 

2012, as high-volatility periods.  

2.2.	 Forecasting	with	many	macroeconomic	predictors:	principal	components	

Stock and Watson (2006) surveyed the literature concerning methods to forecast economic 

time series variables using many predictors. Among all the methodological solutions analysed, 

the authors showed that forecasts based on principal components of a large number of 

predictors are first-order asymptotically efficient given that both the number of predictors and 

the number of observations are very large, and this is particularly true when we consider a 

                                                 
3 Jensen et al. (2000) provide evidence on the role of commodity futures in mean-variance 
portfolios. They find that in periods of restrictive monetary policy, commodity futures carry an 
important weight and yield a considerable performance enhancement. However, since their paper, it 
has become common to classify financial market regimes on the basis of the level of volatility. 
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large set of macroeconomic variables (Stock and Watson, 2002). The core idea of principal 

component analysis (PCA) is to identify a limited number of linearly uncorrelated variables, the 

so-called principal components (PCs), which summarize the largest part of the variation of a 

sample set of potentially correlated variables.  

The PCA approach is based on a well-known result, the singular	 value	 decomposition	

theorem, that states that any symmetric matrix 𝑋 ∈ 𝑆௡ can be decomposed through the 

symmetric eigenvalue decomposition as 

𝑋 ൌ ∑ 𝜆௜𝑢௜𝑢௜
௡
௜ୀଵ ൌ 𝑈Λ𝑈′,                                                            (3) 

where Λ is a diagonal matrix and the 𝑈 is orthogonal, so that 𝑈𝑈ᇱ ൌ 𝑈ᇱ𝑈 ൌ 𝐼௡. Given 𝑛 variables, 

we obtain the principal components starting from the decomposition of the covariance (or 

correlation) matrix, Σ ൌ ∑ 𝜆௜𝑢௜𝑢௜
௡
௜ୀଵ ൌ 𝑈Λ𝑈′, such that:  

𝑃𝐶௞ ൌ ∑ 𝑢௞௜𝑈௜
௡
௜ୀଵ ,                                                                  (4) 

where 𝑈ଵ, 𝑈ଶ, …, 𝑈௡ represent the vectors of the original variable, 𝑢௞ is the kth eigenvector of Σ 

and 𝑢௞ଵ, 𝑢௞ଶ, …, 𝑢௞௡ are its n elements.  

Using principal component analysis to summarize a large set of macroeconomic factors 

(see Section 3), we estimate the following model for the returns of each commodity j, 𝑅௧ାଵ,௝:  

𝑅௧ାଵ,௝ ൌ 𝛼 ൅ ∑ 𝛽௜௝𝑃𝐶௧,௜௝
ே
௜ୀ଴ ൅ 𝐷௧,௝൫∑ 𝛾௞௝𝐶௧,௞௝

௄
௞ୀଵ ൯ ൅ 𝜖௧,௝,                         (4) 

where 𝛼 is the model’s intercept, 𝛽௜௝ is the factor loading of the ith principal component,  𝛾௞௝ 

represents the regression coefficients of the kth commodity-specific factor, 𝐶௧,௞௝ and 𝐷௧,௝ is a 

dummy variable, which is equal to 1 when the model also contains commodity-specific factors, 

and 0 if otherwise. 𝜖௧,௝ represents the error term, assumed to be white noise and such that 

𝐶𝑜𝑟𝑟 ൫𝜖௝, 𝜖௜൯ ൌ 0, for all pairs i and j. 

Figure 2 reports the graph of the cumulative variance explained by principal 

components. To reduce the number of parameters to be estimated, we decide to include only 

the first ten components resulting from the PCA performed, which explain 60% of the total 

variance of the initial informational set (the dotted line in the Figure 2 represents the tenth 

principal component). In addition, Table 1 provides a representation of the scale of the factor 

loadings. They range from -1 to 1; loadings close to -1 or 1 indicate that the factor strongly 

affects the variable, while loadings close to zero indicate that the factor has a weak effect. 

2.3.	 Variables	selection	method:	stepwise	regressions	

Starting from the set of principal components computed previously, we apply a variable 

selection methodology to select the variable to be included as regressors to estimate futures 

returns of each commodity in the sample. To this purpose we rely on stepwise regression, an 
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automatic variable selection procedure, which chooses from a set of candidate regressors the 

explanatory variables that are, jointly, the most relevant. Different stepwise regression 

procedures are available, but we decided to use the unidirectional forward and backward 

methods. Forward selection starts with no variables in the model, testing the inclusion of each 

variable with a chosen model-fit criterion, adding the variable (if any) whose inclusion gives the 

most statistically significant improvement of the fit, and repeating this process until none of the 

remaining variables improves the model to a statistically significant extent. Backward 

elimination starts with all candidate variables, testing the deletion of each variable using a 

chosen model-fit criterion, deleting the variable (if any) whose exclusion gives the less 

statistically significant deterioration of the model fit, and repeating this process until no further 

variables can be deleted without a statistically significant loss of fit. 

 Stepwise regression procedures admit different selection criteria for variables to be 

included or excluded from the models; for instance, it may rely on a sequence of F-tests or on an 

information criterion, that is, a measure that trades-off in-sample fit with parsimony of the 

mole, such as the Akaike information criterion (henceforth, AIC). In line with the recent 

literature, we adopt the AIC as a selection criterion, 𝐴𝐼𝐶 ൌ 2𝑘 െ 2ln ሺ𝐿෠ሻ, where 𝐿෠ is the 

maximum value of the likelihood function of the model and 𝑘 is the number of parameters to be 

estimated. Given a set of models, the preferred one is that with the smallest AIC value.4 

In total, we estimated four different models for each commodity using backward 

procedures and four using forward procedures: a model that regresses futures returns on the 

principal components only (potentially a subset of the initial set, according to the selection 

procedure) in periods of low volatility and in periods of high volatility; a model that regresses 

futures returns on principal components and on commodity-specific factors, both in time of 

high and low volatility. We then compute out-of-sample forecasts for models that include and 

exclude commodity-specific factors using the weighted average of low-volatility and high-

volatility estimates, where weights are represented by the filtered probability obtained from 

the application of the Markov switching model described earlier. 

3.	 The	data 

3.1.	 Commodity	futures	returns 

We consider time series of monthly returns computed using settlement prices of futures 

contracts on 15 commodities, collected from Thomson	 Reuters	 Datastream,	 for a period 

                                                 
4 The original algorithm that includes the AIC criterion in forward and backward selection was 
developed by Efroymson (1960). AIC is known to be an asymptotically unbiased selection criterion. 
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spanning from January 1989 to December 2012. The dataset contains two energy commodities 

(Brent Crude Oil and Gasoline), seven agricultural commodities (Corn, Soybeans, Wheat, Coffee 

C, Cocoa, Sugar No.11, and Cotton No.2), three metals commodities (Gold 100Oz, Silver 5000Oz, 

and Platinum), two general commodities (Orange Juice and Lumber), and one livestock 

commodity (Live Cattle).5 

 Following a common practice of both practitioners and academics we consider investors 

to assume fully collateralised positions in commodity futures. This implies two consequences. 

First, investors are not allowed to operate on margin, thus using leverage; while this approach 

limits the size of the return that could be reached, it has the advantage to make investments in 

commodities directly comparable with the investments in other asset classes, which usually 

require an initial money outflow. Second, the lack of a margin system limits the possibility of 

any unintentional liquidation (due to insufficient collateral) of the position before the end of the 

investor’s holding period.  

We compute the return on a future position on commodity j at time	t as: 

𝑅௝,௧ାଵ ൌ  
ிೕ,೟శభ

ሺభሻ

ிೕ,೟
ሺభሻ  െ 1 ൅ 𝑅௧

௙,                                                             (5) 

where 𝑅௧
௙ is the risk-free rate between time t and t + 1, here proxied by the 1-month T-bill rate. 

Naturally, the computation of the time series of futures returns is complicated by the fact that 

the front-end contract (typically the most liquid and used by the trades) has to be rolled over 

before expiry in order to maintain a long-term position (while at the same time avoiding taking 

a delivery). In case of physically settled contracts, to avoid the delivery, traders shall close their 

position before the “First	Notice	Day”, which is the first day from which the exchange may assign 

the delivery of the underlying asset, before the “Last	Trading	Day”. In order to identify the First 

Notice Day for each contract, we have considered the official trading calendar of the relevant 

exchange. In addition, to forecast when actually (before the First Notice Day) the majority of the 

investors are likely to roll over their positions, we adopted a methodology proposed by Bakshi, 

Gao, and Rossi (2017) and widely consistent with the intuition of Gorton et al. (2012) and Hong 

and Yogo (2012). Because the investor wants to avoid delivery, we assume that she takes 

position in the futures contract with the second closest maturity on the last business day of each 

month t, when the contract’s First Notice Day occurs after the end of month t+1. 

In Table 2 we report the summary statistics of the commodity futures returns. We notice 

                                                 
5 As recently shown by Aslan, Yozgatligil, and Iyigun (2018), with reference to commodity returns, it 
may be possible to group different commodity returns series on the basis of commonalities in the 
estimated linear autoregressive and non-linear threshold autoregressive feautures to further reduce 
the dimension of the cross-section. 
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that the commodities in the sample have similar volatility, except for Corn, Cotton, Live Cattle, 

Gold 100Oz, and Soybeans. We also find that the time series of commodities futures returns 

have platykurtic tails (kurtosis lower than 3) and positive skew, except for Corn, Live Cattle and 

Soybeans, which display a negative skew. We also notice that Brent Crude Oil and Gasoline have 

a higher average return during the sample period than the other commodities. 

3.2.		 Macroeconomic‐based	factors 

Since we want to represent broad categories of economic activity, we consider the 125 

macroeconomic-based factors by Ludvigson and Ng (2009), adding some series by Welch  and 

Goyal (2008). We obtain a set of 139 variables, spanning from January 1989 to December 2012, 

and we group the variables into eight main categories: output and income, labour market, 

housing, consumption, orders and inventories, money and credit, stock market, bond and 

exchange rate, and prices series. A Reader may find a detailed description of the variables and 

of the sources from which they were collected in Appendix A.  

Since previous literature has highlighted that most macroeconomic series are not 

stationary, in the sense that they contain one (or more) unit roots, we perform the Augmented 

Dickey-Fuller (ADF) test on the series.  The null hypothesis of this test is that the series contains 

unit roots, thus we decide to maintain the original values of the variables if the null hypothesis 

is rejected at a significance level of 5%. Otherwise, we differentiate the variables and test them 

again. Again, we maintain the first difference of the variables if the null hypothesis is rejected at 

a significance level of 10%. On the contrary, we exclude the variables if the null hypothesis 

cannot be rejected in the second application of the Dickey Fuller test. At the end of this process, 

we obtain a set of 128 macroeconomic variables. 

3.3.		 	Commodity‐specific	factors	

Commodity-specific factors considered are the hedging pressure factor (HP), the basis factor, 

and the momentum factor, and are defined exactly as in Daskalaki, Kostakis, and Skiadopoulos 

(2014). The hedging pressure factor is represented by the difference between positive and 

negative hedging pressure positions. The hedging pressure of a commodity j at time t is 

calculated as the ratio between the number of short hedging positions minus the number of 

long hedging positions, divided by the total number of hedgers in the commodity market: 

𝐻𝑃௝,௧ ൌ
#௦௛௢௥௧௛௘ௗ௚௘௣௢௦௜௧௜௢௡ೕ,೟ି#௟௢௡௚௛௘ௗ௚௘௣௢௦௜௧௜௢௡ೕ,೟

்௢௧௔௟#௛௘ௗ௚௘௣௢௦௜௧௜௢௡ೕ,೟
.                                   (6) 

The basis factor is defined as the difference of the return of a portfolio of commodity 

futures with positive basis and a portfolio with negative basis. For a commodity j at time t, basis 
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is calculated as  

𝐵𝑎𝑠𝑖𝑠௝,௧ ൌ
ிೕ,೟ିிೕ,೟శభ

ிೕ,೟
,                                                           (7) 

where 𝐹௝,௧ is the price of the nearest available futures contract on j, while 𝐹௝,௧ାଵ is the price of the 

next nearest available futures contract on j. 

Finally, the momentum factor is the difference between the return of a portfolio of 

commodity futures with positive prior 12-month return and the return of a portfolio of futures 

with negative prior 12-month return. Gorton et al. (2012), Shen, Szakmary, and Sharma (2007) 

and Narayan, Ahmed, and Narayan (2015) have documented robust momentum effects in 

commodity futures returns. Table 3 reports summary statistics for the commodity-specific 

factors from January 1989 to December 2012.	

4.	 Empirical	results	

In this Section we first discuss the model estimated. Then, we provide a detailed analysis of the 

out-of-sample predictability power of the models, using the mean absolute error and root-

mean-square error and comparing the forecast performances of the models that includes only 

macroeconomic variables to models based on both macroeconomic and commodity-specific 

factors.  

4.1.	 Results	from	in‐sample	estimation	

We also estimate a first order autoregressive model for each commodity futures return series, 

to be used as a benchmark to assess the forecast performances of the other models. First, we 

report results of the linear regression models for the commodity futures returns. In Table 4 we 

report the regression coefficients, the R-squares, and adjusted R-squares for the best models: 

the regression results for low- and high-volatility states are reported separately. Low-volatility 

models are estimated on the period starting from January 1989 and ending in December 1997; 

the high-volatility models, instead, are estimated on the period from January 1998 to December 

2003. The estimation periods fail to exhaust the sample because they simply form the basis for 

the subsequent backtesting exercise. Panels A and B of Table 4 are dedicated to backward and 

forward stepwise regessions that include macroeconomic variables only. Panel C and D, instead, 

show results for backward and forward algorithms that employ both macroeconomic and 

commodity specific factors as predictors in a stepwise algorithm. Finally, Panel E reports the 

regression coefficients for the first-order autoregressive benchmark. 

 First, in panels A and B, backward and forward stepwise algorithms lead to the 

specification of rather similar models. In general, for most commodities, there is evidence of 



13 

considerably more macroeconomic predictors being selected in the high volatility regime than 

in the low one, consistently with our brief literature review. For instance, silver futures returns 

are predicted by PC3 and PC7 under both backward and forward variable inclusion algorithms 

in the low volatility state, and by PC1, PC2, PC5, and PC10 under both stepwise rules in the high 

volatility regime. The resulting adjusted R-squares are included between an approximate 2% 

(for gold) and 15% (platinum) in the low volatility regime, and 2% (for coffee) and a 

remarkable 26% (for gasoline) in the high-VIX one.6 

In panels C and D of Table 4, when commodity-specific predictors are added, the general 

insights on when and which macroeconomic factors are included as predictors remain intact. 

This is already an indication that the predictive power of the latter is approximately 

independent of the power of the former set of variables. In fact, the improvement in forecasting 

accuracy brought about by the basis, hedging pressure, and momentum is modest: in both 

panels, they are hardly ever significant in terms of t-tests, while the resulting adjusted R-square 

generally declines! For instance, comparing panels A and C, we find that in the latter the 

adjusted R-squares range now between -2 and 12 percent (down from a range +2 to 15 percent) 

in the low-volatility regime, and between -4 and 20 percent (down from a range +2 to 26 

percent) in the high volatility regime. 

In panel E of Table 4, we report on the performance of the AR(1) benchmark, finding 

that the autoregressive coefficient is hardly ever significant independently of the volatility 

regime. Therefore this appears to be a weak benchmark. Yet, the adjusted R-square, that we do 

not report because they would be hardly meaningful being based on a autoregressive structure, 

tended to generally exceed (although by a modest spread) those in panels A-D of the table. 

4.2.	 Comparison	of	out‐of‐sample	performances	

The existing literature abounds with results in which relatively rich predictive models offer a 

rather accurate in-sample fit that however fails to be met by a similarly accurate out-of-sample 

(henceforth, OOS) performance, presumably due to over-fitting problems (see, for instance, 

Rapach and Wohar, 2006). In addition, empiricists have been aware at least since Bossaerts and 

Hillion’s (1999) work on equity return forecastability, that even predictive regressions 

specified on the basis of information criteria that penalize over-fitting (such as the AIC that we 

employ), may in any case lead to poor OOS performance. Therefore, the goal of this section is to 

                                                 
6 The fact that the number and nature of the principal components included in the “optimized” 
predictive regressions is highly sensitive to whether the data are drawn from a low- vs. a high-
volatility regime provides indirect confirmation of the presence of regime switching dynamics in the 
data. 
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investigate the OOS power of the models estimated in Section 4.1, when parameter estimates 

are held fixed to those in Table 4 and therefore are obtained with reference to data for a 1989-

2003 sample. As a result, the OOS period is Jan. 2004 – Dec. 2012 and appears to be long in 

terms of number of observations spanned and to also include two different volatility 

“cycles/regimes”: 2004-2007 and then 2011-2012 characterized by low volatility, and 2008-

2010 characterized by a high volatility regime. 

In particular, we compute the one-month ahead forecasts of futures commodity returns 

under both low- and high-volatility predictive regressions (specified using either backward or 

forward stepwise methods). This is performed from models that include macroeconomic 

predictors only (using the parameter estimates in panels A and B of Table 4) but also models 

expanded to include commodity factors (using the estimates in panels C and D). At each point in 

time of the OOS period, the forecasts are also (i.e., in addition to forecasts that simply classify 

the t+1 regime as either low- or high-volatility, according to whether the time t filtered 

probability of a low-volatility regime exceeds or not 0.5) obtained as (filtered, one-step 

forward-iterated, real-time) probability-weighted averages of the forecasts that refer to the 

low- vs. the high-volatility state. Under a MSE loss function, such weighting by predicted regime 

probabilities of regime-specific forecasts can be shown to be optimal under the assumption that 

the Markov states are independent of all other shocks in the model. 

To evaluate the accuracy of the different combination between stepwise predictor 

selection techniques and whether the selection set includes or not the commodity-specific 

factors, we use two standard summary measures, the mean absolute prediction error (MAE) 

and the root mean square prediction error (RMSE). The MAE is the average of the absolute 

forecast errors of the models over the OOS period, say between i = 1 and T, 

𝑀𝐴𝐸 ൌ  
ଵ

்
∑ |𝑦௧ෝ െ 𝑦௧| ൌ்

௧ୀଵ
ଵ

௡
∑ |�̂�௧|்

௧ୀଵ ,                                            (8) 

where |�̂�௧| is the the absolute error, 𝑦௧ෝ  is the prediction from a given model/selection method, 

and 𝑦௧ is the true value of a variable. Clearly, the smallest the MAE, the highest is the forecasting 

power of a model. Panel A of Table 5 reports the realized OOS values of MAE for the backward 

and forward stepwise methodologies. The upper portion of the table shows the values of MAE 

for backward and forward stepwise regressions that only include macroeconomic factors, when 

we do not average-weight the low- and high-volatility regime forecasts; next, we report similar, 

unweighted forecasts when the set of predictors also includes the basis, hedging pressure, and 

momentum; the last two sections of the Table report, in the same order, similar information 

when we weight-average the forecasts from different regimes on the basis of their one-step 
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ahead predicted probability of being in either a low- or in a high-volatility regime.7 The very 

bottom of the table reports theMAE of the AR(1) benchmark. We prefer to comment on MAE 

first because this forecast accuracy measures is obviously less sensible to outliers and is 

therefore more robust. 

In Table 5, there is no stark result, apart from the fact the grand average of MAE values 

with and without commodity-specific factors are approximately the same. However, this just 

applies to the average of the MAEs (both unweighted and probability-weighted), as for some 

commodities there is evidence of the inclusion of the basis, hedging pressure, and momentum 

lowering MAE (this happens for crude oil, lumber, soybeans, gold, and platinum), for some 

others increasing MAE (wheat, gasoline, orange juice, coffee, and sugar). For the remaining five 

commodity futures returns series, the evidence is indeed mixed. In any event, all such 

differences are modest. For instance, the largest reduction occurs in the case of the Brent crude 

oil futures returns series, when the state probability-weighted MAE declines from 0.105 to 

0.103 when commodity-specific predictors are included and a backward stepwise selection is 

applied (in the case of the forward algorithm, the declines is from 0.101 to 0.098). However, for 

all series, the reported MAEs are structurally lower for the low-volatility regime, even though 

this regimes implies stronger predictability, as one would expect from the much lower variation 

in realized returns of this state of the world. Finally, and crucially, for most series we observe a 

difficulty by predictive regressions of all types at outperforming the AR(1) benchmark that in 

fact implies lower MAEs for 12 series out of 15 (the only ties are obtained for corn, live cattle, 

and gold, but also in these cases, the solid OOS performance is attributable to commodity 

factors only in the case of gold). 

Panel B of Table 5 reports the OOS values for the second measure of predictive accuracy, 

RMSE, defined as 

𝑅𝑀𝑆𝐸 ൌ  ට∑ ሺ௬ො೟ି௬೟ሻమ೅
೟సభ

்
 ,                                                         (9) 

Where the notation is the same as in equation (8). Panel B is then structured like Panel A. Also 

the key qualitative remarks expressed with reference to Panel A apply in this case. First, the 

grand average of the OOS RMSE values with and without commodity-specific factors are 

approximately the same. In some cases only (Brent crude, lumber, soybeans and especially in 
                                                 
7 While the upper portion of the Table relies only on whether the state probability of a low regime 
exceed 0.5 or not, the bottom parts of the Table also rely on the predictions from the estimated two-
state MS model for the VIX. Although one may argue that the this way of proceeding is more elegant 
and consistent with the framework of our paper, note that at this point we find ourselves jointly 
assessing the predictive power of the predictive regressions that include or not commodity-specific 
factors and the forecasting accuracy of a simple MS model for the VIX. The latter model, as simple 
and compelling as it may appear, does not represent the main object of our analysis. 
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the high-volatility regime, and platinum), the inclusion of basis, hedging pressure, and 

momentum as predictors lowers the RMSE, for others it increases it. However, for the 

remaining series, including commodity factors does not help. In panel B, there is some tendency 

for the forward stepwise algorithm to lead to lower RMSEs than the backwards algorithm, a 

difference that did not appear in panel A and therefore indicates that backward-type forecasts 

produce more large outliers than forward-type do. Second, also in this case and all series, the 

reported RMSEs are structurally lower for the low-volatility regime. Third, for all series but gold 

and live cattle futures returns, all stepwise methods and selections of predictors lead to higher 

RMSEs than the AR(1) benchmark does.	

5.	 Portfolio	allocation	tests	

Even though the OOS statistical evidence in Section 4 on the predictive power of the basis, 

hedging pressure, and momentum as well as on all models, even those just based on 

macroeconomic variables are quite grim, an investor would be more interested in the 

possibility to exploit the forecasts from the various models than in their MAEs or RMSEs 

compared to a AR(1) benchmark. Therefore, in this Section we conduct an additional OOS 

recursive asset allocation exercise based on the forecasts of expected futures commodity 

returns estimated under different combinations of model selection criteria and of types of 

predictors included. This exercise is particularly relevant given the increasing interest of 

investor in including commodities in their portfolios, as they would offer diversification 

opportunities with respect to other asset classes with which they tend to show modest or even 

negative correlations (see Daskalaki and Skiadopoulos, 2011; Giampietro et al., 2018). Recent 

literature, see e.g., Dal Pra et al. (2018) has shown a few cases in which a statistical model fails 

to outperform simple benchmarks in terms of realized OOS predictive accuracy and yet lead to a 

solid increase in risk-adjusted portfolio performance relative to the same benchmark. 

5.1.	 Optimal	portfolios	in	a	mean‐variance	framework 

Our aim is to compare the realized (risk-adjusted) OOS performance of portfolios that exploit 

forecasts of futures returns estimated with macroeconomic variables-based models with those 

that rely on forecasts produced expanding the set of predictors to include, “local” asset class-

specific variables. To use a robust framework—that over short investment intervals is known to 

well approximate many other types of utility modes—we compute optimal portfolios in a mean-

variance set up. Among the tradable assets we include the S&P 500 total return index, US 10-

Year Treasuries, and 30-day T-bills to proxy for the equity market, the default risk-free bond 

market, and for cash investments, respectively. We include equity, bonds, and cash on top of our 
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15 commodity futures strategies not only for realism, to simulate the strategic asset allocation 

decisions of a US investor over time, but also because the literature has strongly emphasized 

how the decorrelation properties of commodities may make them considerably more appealing 

than what their Sharpe ratios reveal (see, e.g., Chong and Miffre, 2010; Daskalaki and 

Skiadopoulos, 2011; Henriksen et al., 2018). To retain symmetry and obtain a fair “playing field” 

across assets, we apply to stock and bond returns the same predictive models (for instance, in 

terms of whether only macro variables are to be included, as well in terms of the backward or 

forward stepwise approaches implemented) applied to commodity futures returns. For 

simplicity, we assume that instead a constant and known in advance 1-month T-bill rate. 

In more detail, let 𝜇௜,௧ାଵ be the predicted return with 𝜎௜,௧ାଵ
ଶ  the variance on the asset i. 

Suppose that an investor allocates her wealth at time t according to a set of weights 𝝎௧, for 

which ∑ 𝜔௜,௧ ൌ 1௡
௜ୀଵ  holds (n is the number of assets in the her menu of choice) and that she 

cares (at least locally, i.e., for a one-period investment horizon) only about the conditional mean 

and variance of her portfolio returns, so that she wants to maximize the functional 

max
𝝎೟

𝜇௣,௧ାଵ െ
ఊ

ଶ
𝜎௉,௧ାଵ

ଶ ,                        (10) 

where 𝛾 represents her risk aversion coefficient. If we indicate the risk-free rate as 𝑟௧ାଵ
௙ , we 

have that, at any point in time, the portfolio expected return is  

      𝜇௣,௧ାଵ ൌ 𝑟௧ାଵ
௙ ൅ ሺ𝝁௧ାଵ െ 𝑟௧ାଵ

௙ ′𝟏ሻ′𝝎௧            (11) 

and the portfolio variance is 

𝜎௉,௧ାଵ
ଶ ൌ   ෍ 𝜔௜,௧𝜔௝,௧𝐶𝑜𝑣ሺ

௡

௜,௝ୀଵ

𝑟௜,௧ାଵ, 𝑟௝,௧ାଵሻ ൌ  𝝎௧′𝚺௧ାଵ𝝎௧ , 

where 𝝎௧ାଵ represents the vector of weights and 𝚺௧ାଵ the variance-covariance matrix of asset 

returns predicted at time t for time t+1. This leads to classical, unconstrained program 

   max
𝝎೟

  𝑟௧ାଵ
௙ ൅ ሺ𝝁௧ାଵ െ 𝑟௧ାଵ

௙ ′𝟏ሻ′𝝎௧  െ
ఊ

ଶ
𝝎௧′𝚺௧ାଵ𝝎௧          (13) 

𝝎௧ାଵ′𝟏 ൌ 1. 

which, from its first order condition, implies the formulas for the optimal vector of weights: 

𝝎ෝ ௧ ൌ
ଵ

ఊ
𝚺௧ାଵ

ିଵ ሺ𝝁௧ାଵ െ 𝑟௧ାଵ
௙ ′𝟏ሻ.          (14) 

No short sale constraints are imposed. We build static one-period optimal portfolios over time, 

considering expanding windows of data, starting from the beginning of our sample and 

including all the data until the time of the forecast; then we calculate the corresponding 

portfolio expected return for each time t. The recursive exercise is initialized with reference to 

January 1989 - December 2003 to produce a January 2004 portfolio and then iterated 107 times 

until the last estimation sample, January 1989-November 2012, to produce a optimal portfolio 

(12)
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for December 2012. Because in this paper we do not compute forecast of second-order 

moments, we use historical data on the same expanding window describe above to estimate the 

sample covariance matrix.8 

For the sake of robustness, we use three different values of the risk aversion coefficient γ 

(0.10, 0.25, and 0.5). To make our portfolio exercise realistic, we also take into account the 

transaction costs of rebalancing the portfolio at any time t. Additionally, we consider that an 

investor may want to rebalance her portfolio only if she can get an advantage in terms of the 

expected return of the portfolio. This means that she will decide to rebalance her portfolio at 

time t only if the transaction costs of rebalancing do not exceed the portfolio expected returns 

at t+1. Therefore, we solve the portfolio problem under the following, additional condition 

∑ ห∆𝝎௜,௧ห ൈ  𝑡𝑐 ൒ ∑ 𝝁௧ାଵ𝝎෥ ௜,௧
௡
௜ୀଵ

௡
௜ୀଵ                                                (15) 

Where tc is some proportional transaction cost, ∆𝝎௜,௧ାଵ represents a hypothetical change in 

weights in case of rebalancing and 𝝎෥ ௜,௧ାଵ ≡ ∆𝝎௜,௧ ൅ ∆𝝎௜,௧ାଵ represents the hypothetical weights 

at t+1 in case of rebalancing. If (15) holds, then an investor would not rebalance between t and 

t+1,	as the implied costs are higher than the resulting expected benefits. Otherwise, we assume 

that the investor will rebalance her portfolio at t+1 and take the resulting transaction costs into 

account when computing realized portfolio performance. As for the imputed level of the cost tc, 

we face a need to introduce some simplification because in reality, investor willing to rebalance 

her portfolios would pay two types of transaction costs: costs to access the market (or 

infrastructure costs) and liquidity costs. While it is quite difficult to make assumptions on the 

first type of costs, as they are likely to depend on the exact nature of an investor (e.g., whether 

she is an institutional investor and of what size), we can reasonably assume the liquidity costs 

being close to the bid-ask spread as a percentage of the mid-price and therefore being 

proportional to the amount transacted. Therefore, to estimated the parameter tc, we have 

collected daily best ask and best bid prices for commodity futures contracts, for the period Jan. 

1996 - Dec. 2016. For each commodity, we estimate a daily time series for tc as the bid-ask 

spread as a percentage of the mid-price. Next, we compute the average tc	as the grand average 

of all such daily values. We get an average value of the transaction costs across all commodities 

equal to approximately 0.09%. Therefore, also because such estimates are considerably variable 

over time and across different commodities, to simplify we set tc = 0.1%. When the constraint 

(15) is added to the general mean-variance program in (13), the solution must be performed 

numerically using a non-linear optimization algorithm 

                                                 
8 We have also experimented with 5-year rolling estimation windows, obtaining qualitatively similar 
results.  
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Panel A of Table 6 reports summary statistics for realized performances and recursive 

optimal portfolio weights obtained considering the three alternative risk aversion coefficient 

(0.1, 0.25, and 0.5), when the forecasts for commodity futures returns are computed from 

stepwise predictive regressions based on macro principal components only. Panel B reports the 

corresponding results when the basis, hedging pressure, and momentum are used as additional 

predictors. Interestingly, and almost independently of the assumed parameter 𝛾, the largest 

fraction of all portfolios is allocated to 10-year Treasuries. This result seems to be plausible, 

given the high 10-year bond returns recorded during the 2004-2012 sample, that is in fact 

largely dominated by the Great Financial Crisis and the ensuing deep recession in the US, when 

interest rates plummeted and long-term government bonds gave extraordinarily high average 

returns; the demand for stocks is small but always positive. Interestingly, when commodity-

specific factors are included, the share of bonds slightly declines (from 96-98% to 94-95%), the 

one of stocks modestly increases (from 1-2 to 2-3 percent), and residually the overall weight to 

commodities goes from 1-3 percent to 2-4 percent. In particular, crude oil, gold, and corn (when 

only macro factors are used) are the commodities in relatively high positive demand, and 

gasoline, wheat, cotton, and live cattle are the commodities in the largest negative demand.  

The most striking results in Table 6, panel A, emerge from the upper portion devoted 

realized performances, especially when compared to panel C, that concerns portfolio weights 

under the benchmark model.9 First, there is now a massive difference between the OOS realized 

performances of forward vs. backward stepwise regression methods, in the sense that while the 

former leads to high and appealing annualized Sharpe ratios (essentially of 0.36 independently 

of the selected value of 𝛾), the former yields essentially zero or even slightly negative risk-

adjusted indices. Second, such annualized Sharpe ratios are more than double vs. those 

obtainable under the benchmark AR(1) model (0.13 independently of 𝛾), and this derives from 

both the higher realized mean returns and from lower realized portfolio standard deviations. 

Therefore investing in predictive technologies based on macro variables that may be though to 

affect the fundamental pricing kernel does pay out in a OOS back-testing exercise, but only 

when the selected loss function is based on the (risk-adjusted) portfolio performance, while it 

does not under more classical, statistical loss functions, such as the MAE and RMSE covered in 

Table 5. 

                                                 
9 In panel C, the average allocation implied by the benchmark are even more biased towards long 
positions in government bonds, now exceeding 100%. The long positions in commodities are 
modest and now concentrated in silver, Brent crude oil, and gasoline; gold is instead massively 
shorted, which represents the most visible difference vs. the allocations in panels A and B. 
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Panel B of Table 6 answers instead the question as to whether commodity-specific 

factors generate economic value in a portfolio problem. Although the averages for the weights 

for the different asset classes and commodities that are generally similar (though not exactly 

identical) vs. those in panel A, unreported plots reveal that their dynamics is positively 

correlated but not identical. As a result, the maximum realized risk-adjusted performance in the 

top portion of the Table differs and it is in fact considerably higher, almost double (0.65 vs. 0.36, 

independently of 𝛾), than that in panel B. This implies that accessing to the predictive power of 

the basis, hedging pressure, and momentum massively increases the economic value of 

predictive systems applied to portfolio management that includes commodity futures among 

the asset classes.10 This is consistent with a recent literature that has stressed that such “local” 

factors may come to play a key role in making sense of the cross-section of commodity returns, 

e.g., de Roon et al. (2000) and Daskalaki et al. (2014). In fact, such outperformance seems to 

derive more from a further improvement in the mean realized portfolio returns than from a 

reduction of realized risk. 

Table 7 repeats the comparisons performed in Table 6, when transaction costs are taken 

into account, which in our experiment turns out to be important also because the predictive 

systems that we propose end up implying a considerable degree of turnover and portfolio re-

shuffling over time. Panel A is comparable to Table 6 and shows that—because an investor is 

allowed not to trade to rebalance her portfolio when expected cost exceeds the expected 

benefit—taking realistic transaction costs into account slightly improves realized portfolio 

performance, in risk adjusted terms. However, this remains true only for the forward predictor 

selection algorithm, while for very high values of 𝛾, some instability in the ratio appears in the 

case of the benchmark.11 Moreover, our earlier conclusions concerning the economic value of 

the commodity-specific predictors remain intact and can be quantified in a difference between 

annualized Sharpe ratios of 0.65 when commodity predictors are exploited vs. 0.36 when they 

are not, a spread of approximately 0.29. 

Panels B and C of Table 7 proceed to disentangle the results under transaction costs in 

panel A between the periods of low- vs. high volatility.12 Interestingly, all realized annual 

Sharpe ratios move up now, and the difference between the predictability regressions and the 

                                                 
10 Also in this case, the effect can be noted only when the predictions are computed using a forward 
stepwise algorithm that starts out with a null model without any predictability, and progressive 
expands the set of predictors if and when these lower the AIC of the resulting model, 
11 In Table 7 and also as a way to check the robustness of our results, we have extended the exercise 
to include more values of the risk aversion coefficient 𝛾, also exceeding 1. 
12 We have also performed this robustness check for the case without transaction costs and it gave 
insights qualitatively similar to those reported in the main text. 
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benchmark do become massive. For instance, in periods of high volatility and for 𝛾 ൌ 1, the 

benchmark achieves a ratio of 0.13 to be contrasted to a stunning 2.63 from forward stepwise 

regressions based on macro PCs only and 2.70 from models that also include the basis, hedging 

pressure, and momentum; these estimates are 0.13, 0.60, and 1.08 with reference to the low-

volatility period. The finding that models of predictability generate more economic value in 

times of distress is fully consistent with the OOS measures of forecasting accuracy commented 

in Section 4. 

However, one implicit finding is that under transaction costs, the commodity-specific 

factors add more risk-adjusted performance in tranquil times (the increase in Sharpe ratio is 

approximately 0.48 and it exceeds the probability-weighted estimate reported above) vs. times 

of distress (the improvement is a modest 0.07), which implies that macroeconomic factors play 

a leading roles especially during the less frequent crisis periods. 

6.	 Conclusions	

In this paper, we have compared the predictive power for commodity futures returns of models 

based on macroeconomic variables with models augmented to include three commodity-

specific factors that have received considerable attention in earlier work. Differently from 

previous papers, we concentrate almost entirely on the genuine OOS forecasting power of a 

range of regressions and a simple AR benchmark. Finally, we have assessed the relative 

portfolio performance of the models in a mean-variance framework. 

From in-sample estimation, we conclude that neither models with macroeconomic 

variables alone, nor models which also include commodity-specific factors outperform the 

others. Both types of predictive regressions lead to modest adjusted R-squares; furthermore, all 

models imply the widespread appearance of non-significant coefficients for most commodity-

specific factors as well as a majority of the macro principal components. Probably as a result of 

this, when we investigate the OOS predictive accuracy of the models over the 2004-2012 period, 

we find that the MAE and the RMSE scores fail to show any marked differences across models. 

In fact, all types of models perform worse than the benchmarks, with the exception of the 

predictions generated in the low volatility regime.  

Against this background, the OOS results from the recursive portfolio allocations and the 

resulting risk-adjusted performances are instead sharp: exploiting predictive regressions—

remarkably those from stepwise forward algorithms that go “simple to general”—tends to 

generate large increases in realized Sharpe ratios. Such ability to create economic value is 

further enhanced when the basis, hedging pressure, and momentum are used as predictors, 
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especially in times of quiet financial markets and low volatility. Taking into account the implied 

transaction costs implied does not affect the conclusions but ,if any, makes them stronger. 

Even though they can generate economic value and this should be noted by money and 

risk managers, it remains the case that in statistical terms, both the macroeconomic and 

commodity-specific factors carry limited predictive power for commodity futures returns. A 

potential explanation for this empirical finding is that commodities are extremely 

heterogeneous in terms of their economic determinants, and therefore a unique, even if 

detailed, set of variables may be insufficient to capture and predict futures contract returns. In 

future research, it may prove useful to investigate whether the inclusion of commodity factors 

specific to	each	underlying, individual commodity (e.g., oil inventory for oil futures, temperature 

levels in specific areas for orange juice output, rainfall levels in specific regions for soybean 

crops, etc.) may deliver further, substantial increases in forecasting power. 

In this paper, we have adopted a pseudo-out of sample approach in that the predictor 

selection methodology implemented through stepwise regressions is only performed in the full 

sample and again with reference to the first date of our recursive back-testing sample 

(December 2003). It would be interesting to follow, among the others, Zheng, Kulkarni, and 

Poor (2013) to adopt online algorithms stemming from the theory of attribute distributed 

learning, that sequentially takes new observations and incorporates them immediately, 

simultaneously adjusting the way that the individual predictors are combined and providing 

feedback to the individual predictors for them to be retrained in order to achieve a better 

ensemble predictor in real time. Zheng et al. (2013) have proven that such algorithms are 

particularly useful when applied to financial market prediction. 

Finally, although our results show that there may exist a payoff from modelling 

commodity futures returns (selecting the corresponding linear regressions by stepwise 

methods), it would seem natural to explore whether other aggregate variables (possibly also 

related to commodity markets) may improve the overall forecasting performance. Our set 

merging Ludvigson and Ng’s (2009) with Welch and Goyal (2008) variables appears to be rich, 

but richer is always possible. Moreover, while in this paper we have classified sample dates as 

belonging to good and bad times and then, conditioning on that, distinguished between regimes 

of low- and high-volatility, it may prove interesting to develop an integrated regime switching 

predictive framework in which regimes and forecasting models are specified and estimated 

jointly, as in Giampietro et al. (2018). 
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Table	1	

Principal	components	factor	loadings	

 

	

	

	 	



26 

Table	1	(Continued)	

Principal	components	factor	loadings	

	

	

	 	



27 

Table	2	

Summary	statistics	for	commodity	futures	returns	

 

 

 

	

Table	3	

Summary	statistics	for	commodity‐specific	factors	
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Table	4	

Estimation	of	backward	and	forward	regression	models	

Panel A – Results for models including only macro principal components, backward algorithm 

 

***significant at 1% level, **significant at 5% level, *significant at 10% level 
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Table	4	(Continued)	

Estimated	backward	and	forward	stepwise	regressions	

Panel B – Results for models including only macro principal components, forward algorithm 

 

***significant at 1% level, **significant at 5% level, *significant at 10% level
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Table	4	(Continued)	

Estimated	backward	and	forward	stepwise	regressions	

Panel C – Results for models including both macro principal components and commodity-specific factors, backward algorithm 

 

***significant at 1% level, **significant at 5% level, *significant at 10% level	 	
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Table	4	(Continued)	

Estimated	backward	and	forward	stepwise	regressions	

Panel D – Results for models including both macro principal components and commodity-specific factors, forward algorithm 

 

***significant at 1% level, **significant at 5% level, *significant at 10% level 



32 

Table	4	(Continued)	

Estimated	backward	and	forward	stepwise	regressions	

Panel E – AR(1) Benchmark 

	

***significant at 1% level, **significant at 5% level, *significant at 10% level 
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Table	5	

Mean	absolute	error	(MAE)	and	root‐mean‐square	error	forecast	(RMSE)	OOS	accuracy	measures	

Panel A – Models including only macro principal components 
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Table	5	(Continued)	

Mean	absolute	error	(MAE)	and	root‐mean‐square	error	forecast	(RMSE)	OOS	accuracy	measures	

Panel B – Models including both macro principal components and commodity-specific factors 
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Table	6	

Optimal	portfolio	allocations	and	realized	performances	

The upper portion of the table reports summary statistics for realized, optimal portfolio performances when the predictive models for 
commodity futures returns include only macroeconomic variables. The bottom portion contains average weights for each asset in the asset 
menu.  
Panel A 
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Table	6	(Continued)	

Optimal	portfolio	allocations	and	realized	performances	

The upper portion of the table reports summary statistics for realized, optimal portfolio performances when the predictive models for 
commodity futures returns include both macroeconomic and factor-specific variables. The bottom portion contains average weights for each 
asset in the asset menu.  
Panel B  

 


