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I. Introduction

In recent years, a multitude of potential challenges inherent in the structure and issuer-pays
business model of credit rating agencies (“CRA”) have spurred an intense debate among prac-
titioners, policymakers and academics. The latter have been able to document biases and mis-
aligned incentives which emerge from “selling ratings for fees” arguments frequently put forward
by critics of CRAs. Issues of major importance include rating inflation, rating shopping (e.g.
Skreta and Veldkamp (2009)) as well as conformity and herding among CRAs (e.g. Lugo et al.
(2015)). Financial literature has also focused on CRA analysts as to whether their subjectivity
affects credit ratings (e.g. Fracassi et al. (2016)), whether ratings become more favorable if CRA
analysts rate an issuer they will subsequently join as an employee (Cornaggia et al. (2016)) and
whether CRAs reward their analysts for accurate ratings with job promotions (Kisgen et al.
(2016)). Also, recent regulation changes in some jurisdictions (E.U. Commission (2009)) have
lead to mandatory coverage rotation for CRA analysts to counter potential agency issues similar
to rotation policies as observed for loan officers by Hertzberg et al. (2010).

Such intense criticism of the issuer-pays business model, also in the public space, has
prompted the CRAs to emphasize several counterarguments to these assertions. Not only did
they stress the crucial role of reputation as the only justification for clients and investors putting
their trust into the CRAs’ service. CRAs have also emphasized their structured credit rating
processes as a means to attain a maximum of objectivity in their credit rating decisions. Fore-
seeing extensive checks and balances and the requirement of allowing only committee-based
ratings decisions, CRAs aim to limit the influence of personal opinion or analytic discretion
potentially induced by individual CRA analysts. Some rating agencies, e.g. Fitch, have recently
even ceased to publish press releases quoting CRA analysts’ statements aimed at underscoring
the importance of “institutional opinions” as opposed to “analyst opinions”. In related efforts,
internal guidelines by all major CRAs require the involvement of a certain number of CRA
analysts without contact to the issuer to contribute to rating decisions. Precise mechanics of
these processes and the role of heterogeneity among CRA analysts remain opaque, however,
regulatory authorities were not fully convinced by the CRAs’ line of argumentation targeting
CRA analysts specifically with regulation (cf. E.U. Commission (2009)) by requiring analyst
rotation after four to seven years depending on the CRA analyst’s role. Nevertheless, we know
very little if analyst rotation drives credit ratings. This ambiguity concerning the processes
and the involvement of CRA analysts raises the following research question: Does CRA analyst
rotation drive credit rating activity level and credit risk assessment?

In our paper, we aim to answer this question by investigating whether the individual analyst
has an impact on the rating actions taken by a rating agency or whether existing processes
indeed mitigate the role of personal opinion. In this context, we study the effect of CRA analyst
coverage rotation on long-term issuer ratings. This includes analyst coverage duration. If the
analyst’s individual opinion is of secondary order, as argued by CRAs, we would expect that
rating analyst changes do not impact the rating actions to be taken. Further, we examine CRA
analyst rotation measuring the timing effect induced by rotation on rating-changing actions
such as upgrades or downgrades and thus their likelihood. We focus on corporate ratings of
Standard & Poor’s 500 Index (“S&P 500”) issuers published by the three leading rating agencies
(Fitch, Moody’s and Standard and Poor’s (“S&P”) between 2002 and 2015. Based on a dataset
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of 17,500 press releases and other publications by the CRAs, we are able to assemble a daily
timeline of CRA analyst coverage of these issuers as well as rating actions.

Our main findings are as follows: First, the likelihood of rating changes increases (time to
rating action decreases) following analyst rotation and decreases with coverage duration. The
longer a CRA analyst covers an issuer, the lower the likelihood of rating changes. The hazard
of experiencing a rating change is up to 90% higher when analyst rotation is observed. Second,
analyst rotation leads to rating downgrades. On average, long-term issuer credit ratings are
lower in the time period subsequent to analyst rotation by approximately 0.05-0.1 rating points
based on the alphanumerical rating scale. These results are stable across rating agencies, also
after including firm and time fixed effects and hold both for investment grade and sub-investment
grade issuers.

The contribution of our study is threefold. First, we add to the existing literature on the
behavior of CRAs and factors driving credit ratings. While existing theoretical work (e.g. Skreta
and Veldkamp (2009)) constitute the first CRA-specific theoretical foundations for empirical
papers discussing upward bias in credit ratings (Mählmann (2011)) or herding among CRAs
(Lugo et al. (2015)), the latter are mostly centered on the financial crisis of 2008/2009. Our
study extends prior work beyond this time frame and beyond the level of CRA entities by
concentrating on a deeper organizational layer: credit rating analysts. Another set of prior
studies on CRA analysts constitute the second stream of financial literature we aim to extend.
Namely, Fracassi et al. (2016) (following theory by Bar-Isaac and Shapiro (2011)) which is
directly related to ours, Cornaggia et al. (2016) and Kisgen et al. (2016) have introduced CRA
analysts into the debate. Yet, to our knowledge, we are the first to shed light on analyst rotation
through differentiated analyses based on data considering lead and secondary analyst roles. This
allows us to empirically review recent regulatory efforts on CRA analysts and their rotation
mechanism in particular for the first time. We are able to confirm that changes on the level of
CRA analysts impact the rating decisions of CRAs and thus add to the empirical understanding
of recently imposed regulation relating to CRA analyst rotation (cf. E.U. Commission (2009)).
Finally, a broad set of papers has reviewed the role of loan officers generating bank-internal
credit ratings and equity analysts creating earnings forecasts. Our study indirectly contributes
to this literature by extending knowledge on the behavior of loan officers with regard to credit
risk analysis. Hertzberg et al. (2010), arguing on the basis of Holmstrom (1982), consider loan
officer rotation policies in the context of moral hazard concerns. Theoretical models concerning
equity analysts have been created by, e.g., Scharfstein and Stein (1990) and Trueman (1994).
These papers have triggered several scholars to analyze herding among equity analysts on the
one hand, and analyst characteristics such as reputational concerns (Fang and Yasuda (2009)),
educational background (Cohen et al. (2010)) and gender (Kumar (2010)). The effect of rotation
being documented for loan officers, we broaden the knowledge with respect to CRA analysts.

The remainder of this paper is organized as follows: Section II describes the institutional
background of CRAs. Section III reviews related literature and derives our hypotheses. Section
IV presents our data in detail. Empirical results and robustness checks are reported in Section
V. Section VI concludes.
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II. Institutional background

The institutional development of CRAs has been closely linked to the growth of debt securities
issued by corporations. According to the Bank for International Settlements (2018), global
debt securities of financial and non-financial corporations outstanding amounted to more than
USD 19 trillion at the end of 2017. Monitoring debtors and providing transparency on their
creditworthiness is a key task performed centrally as a professional service by CRAs. Despite
being subject to intense criticism (Lugo et al. (2015); Efing and Hau (2015)) and additional
regulation in the aftermath of the financial crisis of 2008, the “big three” CRAs (Fitch, Moody’s
and S&P) still hold a market share of over 85% (SEC (2016)) in the United States. Fitch has
the lowest market share while Moody’s and S&P both hold around 35% each. Criticism includes
a potential conflict of interest as a result of their fee-based business model with the rated issuer
also paying for the rating (e.g. Bolton et al. (2012); Dilly and Mählmann (2016)) as well as
potential herding behavior among CRAs.

Besides general research services, the CRAs mainly assign ratings regarding creditworthiness
and probability of default to issuers overall, specific debt instruments (issues) and structured
products. An issuer rating process constitutes the starting point of the credit rating analysis
(Standard & Poor’s (2014)). Specific debt instrument ratings are based on these analyses and
only modified, should instrument-related factors such as terms and conditions, collateral or
subordination require deviations from the long-term issuer rating. Rating processes of Fitch
(2016), Moody’s (2017) and S&P (2014; 2017) follow the same mechanism exhibiting no major
discrepancies between the CRAs. The same applies to the fact that very little is currently known
about the CRA analysts involved.

In terms of the credit rating process (cf. Fitch Ratings (2016); Moody’s Investors Service
(2017); Standard & Poor’s (2014, 2017)), the sequence typically includes the following steps:
while some ratings can be unsolicited, the process usually starts with an issuer commissioning a
credit rating. As the next step, the CRA analysts (a team comprised of a lead and a secondary
analyst) are assigned to the issuer and start their analytical work by requesting rating-relevant
information and data such as financial statements or reports which are then provided by the
issuer. The main role performed by the CRA analyst team consists of synthesizing this informa-
tion into a credit opinion. The lead analyst is overseeing the analytical work which is primarily
carried out by the secondary analyst. Moreover, the lead analyst is responsible for handling
the relationship with the issuer1. It is crucial to point out that “analysts may rotate coverage
responsibility over time as deemed appropriate by analytical group managers and in accordance
with applicable laws and regulations” (Fitch Ratings (2016)). The reasons for analyst rota-
tion can be manifold. Apart from team capacity and availability of expertise, resignations by
CRA analysts or even sick leave can potentially trigger the change of an analyst. Across the
CRAs, rotation is - overall - hardly following any standardized procedure according to discus-
sions with practitioners. The next step in the rating process is an extensive meeting between
the CRA analysts and the issuer’s management team including on-site visits. After the man-
agement meeting, the CRA analysts will derive a credit rating recommendation based in the
business and financial risks of the issuer in order to prepare the “rating committee”. During the

1Please note that the commercial part of relationship management has been separated from the credit rating
process at most CRAs to avoid internal conflicts of interest.
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rating committee, rating recommendations by the analysts are reviewed and ratings assigned.
Officially, lots of emphasis is put on this part of the rating process by the CRAs as a neutral
body for objective decisions referring to it as “central to analytical quality” (Standard & Poor’s
(2017)). The committee comprises several analysts including the lead analyst presenting his
or her recommendation, a committee chairperson ensuring compliance with internal procedures
and independent “outsider” analysts. Once the rating decision has been made in the rating
committee, it is communicated to the issuer by the lead analyst and the press release is aligned
regarding factual correctness. The credit rating process concludes by the publication of the press
release and related rating information in the online portals of the CRAs. In case the rating cov-
erage is active, i.e. during the contract duration or as long as information is made available
by the issuer, a rating decision is followed by further monitoring of the issuer. As a result, the
CRA analysts typically remain in contact with the team on the issuer’s side. The entire initial
rating process takes between four to eight weeks to complete. The process is shorter in case of
follow-up ratings.

With regard to European Union regulation on mandatory CRA analyst rotation (Regulation
(EC) No. 1060/2009 as of 16th of September 2009, cf. E.U. Commission (2009)), this directive
has been introduced in response to the financial crisis. It applies to CRAs with more than 50
employees with Article 7(4) stating that “A CRA shall establish an appropriate gradual rotation
mechanism with regard to the rating analysts [...]”. Specifically, according to Section C, point
8, maximum permissible coverage periods are explicitly determined by CRA analyst roles. Lead
analysts should not cover an issuer for longer than four years, while this duration is a maximum
of five years for secondary analysts and seven years for the committee chairperson. For all roles,
a “cooling period” of two years is mandatory before re-assuming coverage of an issuer. While
the application of this regulation has in principle been confirmed by Fitch, Moody’s and S&P in
the European Union, the implementation must be considered highly fragmented. First, the year
of implementation might vary between European Union member states and there are exemption
rules for some countries and CRAs. Second, implementation seems to heavily depend on the
size of the respective office even within one CRA.

Even though this regulation does not directly apply to this study as the sample is focusing
on United States issuers which are not affected by any similar regulation, it can be shown that
analyst rotation is indeed seen as one way to enhance objectivity in credit ratings. Furthermore,
the role of analysts in the credit rating process still appears to be more decisive than suggested
by the CRAs.

III. Literature review and empirical predictions

The questions raised regarding the role of CRA analysts by the current state of the credit rating
process and CRA analyst regulation forcefully demonstrate the need for scientific analysis as
there might be untested factors influencing credit ratings. Commencing with a brief overview of
related literature, our study adds to three research streams in the area of credit risk: first, the
body of contributions regarding the factors driving credit ratings and the behavior of CRAs in
general. The financial crisis of 2008/2009 in particular has triggered notable efforts examining
the role of CRAs. Not primarily concentrating on the financial crisis, our paper shares a research
focus with Güttler (2011) and Lugo et al. (2015). The second stream emerged more recently and
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has taken first steps to investigate the role of individual CRA analysts more closely. Fracassi
et al. (2016) is the most directly related contribution to our study. Third, in addition to research
on CRA analysts, there exists a substantial body of literature dealing with loan officers and sell-
side, equity analysts which has in addition to research on CRAs. These studies are mainly
concerned with loan officers’ influence and incentives in the context of bank loan ratings and
equity analyst-related factors for earnings forecasts. E.g., the findings regarding loan officer
rotation Hertzberg et al. (2010) explicitly inform our paper.

Starting with the literature on CRAs in general, theoretical models by Skreta and Veldkamp
(2009) and Bolton et al. (2012) point towards theoretical conflicts of interest and biases in CRAs’
ratings. Before, Devenow and Welch (1996) had summarized theoretical approaches from other
fields and their relevance to herding of CRAs in particular. The first tests of these theoretical
predictions were performed by Güttler and Wahrenburg (2007) and Mählmann (2011) examining
biases in credit ratings and relationship benefits. Mählmann (2011) concludes that the length of
the relationship (and therefore coverage) between a CRA and an issuer results in higher average
ratings. More recent publications on CRAs per se by Güttler (2011), Lugo et al. (2015) and
Dilly and Mählmann (2016) provide evidence for herding among CRAs in issuer and mortgage-
backed security ratings of CRAs, i.e. a CRA adjusting a ratings in response to another CRA’s
rating change, and inflated ratings during boom periods respectively. Methodology-wise, Lugo
et al. (2015) exhibit similarity with our paper since they use a survival analysis framework
which we employ in addition to our panel analysis. Jaggi and Tang (2015) introduce another
aspect, “soft” information due to geographical distance between the CRA and the issuer, and
show its relevance for credit rating accuracy. It can be inferred that factors beyond economic
fundamentals of debtors appear to be associated with credit ratings. However, the CRA-internal
processes and the CRA analyst individual and behavioral perspective do not play a role in these
papers which we put at the center of our study.

More recent work by Cornaggia et al. (2016), Fracassi et al. (2016) and Kisgen et al. (2016)
have changed the lack of CRA analyst-focused research and opened a new stream of research
in analogy to existing work on equity analysts. These studies can be seen in relation to the
first theoretical model specific to CRA analysts by Bar-Isaac and Shapiro (2011) which was
primarily motivated by the financial crisis and later tested by Cornaggia et al. (2016) as well
as Jiang et al. (2016). These authors extend the “revolving doors” literature dealing with CRA
analyst job changes from CRAs to issuers and document ratings inflation prior to the job change.
Their findings evidence the relevance of individual CRA analysts and their changes in covering
issuers during the rating process and they relate to our study in terms of research focus. The
CRA analyst promotions’ effect on credit ratings at Moody’s identified by Kisgen et al. (2016)
is also closely related to our study and finds that CRA analysts achieving accurate ratings
are more likely to be promoted. Once more, sizable importance is attributed to an individual
CRA analyst’s discretion within the CRA - beyond the influence of rating committees. Fracassi
et al. (2016) scrutinize the role of CRA analysts, namely their potential “subjectivity”. The
authors find that CRA analyst aggregate effects do influence ratings and thus debt pricing. Also,
subjective factors such as optimism or pessimism are correlated with CRA analyst characteristics
such as education level. Acknowledging these efforts as notable progress for understanding
CRAs, to the best of our knowledge, we assert that analyst rotation and differentiated lead and
secondary CRA analyst effects appear to be overlooked in the scientific discourse. Taking these
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results together, there is clear evidence for the impact of CRA analyst-related factors on the
credit rating process and the need for further research. We are systematically directing our efforts
at this gap. In comparison to existing studies, we add the CRA analyst rotation perspective of
rating changes. This is made possible by daily observations and a survival analysis approach
which is yet to be applied in a CRA analyst context. Adding to the analyst characteristics
utilized by Fracassi et al. (2016), we also account for differences between lead and secondary
analysts and coverage tenure on both lead and secondary analyst level. We therefore also address
recent regulatory efforts regarding analyst rotation (cf. E.U. Commission (2009)).

The third related literature stream deals with other types of financial analysts in contrast to
CRA analyst literature. To commence with the loan officer-focused literature, theory on moral
hazard reduction through rotation by Holmstrom (1982) relates to the findings of Hertzberg
et al. (2010). From their analysis of loan officer rotation, the authors infer that internal credit
risk ratings tend to be more informative when loan officers face the "threat" of being rotated.
The mere possibility of own analysis lapses being brought to light by their successors appears
to incentivize loan officers to judge more carefully. Further to rotation, the way loan officers
process loan-related information has been investigated by Cole et al. (2015); Berg et al. (2013)
focusing on loan officer incentives, by Qian et al. (2015) dealing with regulation and by Liberti
and Mian (2009) testing the influence of organizational structure. One common finding of
these contributions is an uncontested influence of individual loan officers on the loan rating
and issuance process. Loan officers can be considered similar to CRA analysts since they are
engaged in a very similar kind of rating task. The fact that they deal with internal ratings and
therefore face less public reputation risks compared to CRA analysts, yet face adverse agency
incentives which rotation seems to mitigate constitutes an important motivation for our research.
Hertzberg et al. (2010) placing their study in close proximity to literature on equity analysts,
empirical tests in the equity analyst strand of research strongly rely on the theoretical models of
Welch (1992) who is modeling investor herding, Scharfstein and Stein (1990) focus on rational
herding reasons among managers and Trueman (1994) whose model is explicitly dedicated to
conformity and herding behavior in analyst forecasts. The latter concludes with the important
notion that (equity) analysts might indeed be prone to following the announcements of other
analysts ignoring their own private information. In a similar fashion, Scharfstein and Stein
(1990) argue in a corporate manager setting that due to risk avoidance, even managers who
are better than the average might prefer to follow the majority opinion. These models have
been confirmed by empirical studies they paved the way for: Conformity and herding, mostly
in conjunction with career concerns of equity analysts has been shown by Hong et al. (2000),
Hong and Kubik (2003) and Clement and Tse (2005). According to these authors, conformity
does seem to exist and to drive earnings forecasts. Besides conformity and herding, job changes
of equity analysts are examined by Clarke et al. (2007) finding differentiated effects on analyst
optimism and deal flow. Earlier contributions focus on the investment and firm value effects
of the work of equity analysts (Womack (1996); Chung and Jo (1996)). As argued for CRA
analysts, the role of individual equity analysts is undisputed and has been subject to further
analyses in terms of abilities (Clement (1999)), geography (Malloy (2005)), reputational concerns
(Fang and Yasuda (2009)), educational background (Cohen et al. (2010)) and gender (Kumar
(2010)). Relying on the features of our dataset described above, our study is able to further
close the gap in knowledge between CRA and equity analysts.
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Despite the difference in angles of equity analysts and loan officers, close parallels exist
with their counterparts at CRAs. Behavioral aspects do apply to any of the professions since
both entail human individuals as part of profit-driven service organizations in the same financial
industry. Most importantly, all these types of financial analysts are tasked to create transparency
for an entity to the benefit of investors who rely on both earnings forecasts and credit ratings
alike. The information produced by these types of analysts also becomes public at some point,
except for bank-internal ratings, and is widely shared in online channels and even media. Thus,
the relevance of their work as well as the dissemination of their personal identity including
name extends beyond their organization internally and potentially becomes known to everyone.
Mistakes would have comparable consequences in the case of equity and CRA analysts especially
given the publicity of their work. One might argue that the well-defined formal credit rating
process established by the CRAs would remove any individual analyst-related factors with the
aim of arriving at an objective CRA opinion. On the other hand, the possibility of CRA analysts
to affect the rating is undisputed and the real mechanics of the rating committee remain unclear,
as depicted before. Such pronounced focus on formal processes also constitutes a more recent
development and can’t necessarily be taken for granted in the less recent past. We therefore
assume pressures and individual behavioral factors influencing actions to be fairly similar for
both CRA and equity analysts making the findings in the latter literature stream highly relevant.

Having exposed a variety of gaps in research on CRAs and (CRA) analysts, we aim to close
these starting with the formulation of empirically testable propositions. Apart from drawing
upon previous empirical findings and related theoretical models, agency theory as advanced by
Jensen and Meckling (1976) and its discussion of principal-agent issues offers wide applicability
under CRA circumstances. We argue that monitoring activities performed by a CRA analyst
being new to the issuer are expected to be more neutral. Benefiting from an impartial view and
experience gained from previously covered issuers, the cost of uncovering information relevant
for rating changes is likely lower compared to CRA analysts who already exhibit familiarity
with an issuer. The latter can therefore be reasonably assumed to be less inclined to change the
rating. In the same vein as the "learning to gaming" scenario (cf. Mählmann (2011)), issuers
might also be more cautious to “shirk” (Jensen and Meckling (1976)) at the very beginning of
coverage by a newly assigned CRA analyst, e.g. by withholding or polishing information. Aiming
at establishing immediate trust, thereby avoiding extreme reactions by the CRA analyst, the
accuracy of information provided by issuers will be higher. Therefore, newly assigned CRA
analysts can exploit the advantage of better information and are less prone to agency conflicts
which will lead to more rating changes.

Proposition 1.1: A change of the CRA analyst covering an issuer is associated with an increase
in rating activity.

This change is likely geared towards less optimistic ratings as Hertzberg et al. (2010) are suggest-
ing along a similar line of argumentation that the foreseen arrival of a new loan officer covering
a firm gives rise to a more conservative risk assessment. In combination with higher quality of
information received by newly assigned CRA analysts as argued above, this leads to our next
proposition:

Proposition 1.2: A change of the CRA analyst covering an issuer is associated with a decrease
in the issuer rating.
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Further exploring CRA analyst coverage tenure as initiated by Fracassi et al. (2016), moni-
toring costs for detecting adverse behavior of the agent, i.e. the issuer, as presented by Jensen
and Meckling (1976) can be expected to rise to prohibitive levels from the point of view of
a CRA analyst with increasing coverage tenure with an issuer. This is due to two potential
problems: first, with increasing experience with an issuer, it might become cognitively harder
to keep a neutral perspective as continuous interaction with the issuer’s team makes CRA an-
alysts accustomed to certain information. Second, following the information gaming argument
by Mählmann (2011), issuers might figure out ways over time how to best release which kind
of information to the CRA (analyst) in order to improve their rating. Moreover, issuers might
gain the CRA analyst’s trust over time, thereby reducing the level of diligence. As a result,
unfavourable rating actions for the issuer are expected to occur later. This leads to the third
proposition:

Proposition 2.1: Coverage tenure with an issuer of a CRA analyst is associated with lower
rating activity.

More tenured CRA analysts might also be prone to another factor. The incentive for CRA
analysts not to alter their rating opinion is likely to become more severe with longer coverage as
such move might be perceived as contradicting their previous own view and harm their credibility
in consequence. This applies for those rating changes which are not related to visible trigger
events, such as public profit warnings, from an outsider’s perspective in particular.

Proposition 2.2: Coverage tenure with an issuer of a CRA analyst is associated with higher
issuer ratings.

IV. Data

A. Sample construction

We obtain the ratings history of S&P 500 Index constituents, i.e. large-cap United States
issuers, by the CRAs from Bloomberg which yields daily rating changes, the type of rating
action and company sectors2. Following Güttler (2011) and Fracassi et al. (2016), we focus on
long-term issuer ratings3. These are the primary credit ratings and concerned with the overall
creditworthiness of an issuer. We were also able to verify that long-term issuer ratings not
only require a vast share of analysis work setting the basis for all other specific bond-related
ratings (cf. also Standard & Poor’s (2014)) but also receive the highest media attention when
changed. For these reasons, long-term issuer ratings are the ideal setting for our research.
Both rating downgrades/ upgrades and negative/ positive watchlist entries were included in the
ratings history; an approach also chosen by Güttler (2011) and Lugo et al. (2015) as watchlist
entries are typically followed by a downgrade or upgrade and can be seen as an early signal to
the market. Due to availability of CRA analyst information, the sample included a long-term

2For Fitch and Moody’s, we cross-check this history with information from their online portals. Regarding
S&P, the rating history from Compustat is used for a cross check

3In the case of Moody’s, the corporate family rating (CFR) or senior unsecured rating was used if a long-term
issuer rating was not assigned. The CFR is practically identical to the long-term issuer rating and mostly assigned
to sub-investment grade issuers. For a few issuers, the CFR was withdrawn at some point, typically when an
issuer had reached an investment grade rating. In these cases, the senior unsecured rating was also used instead.
Please refer to Table III in the descriptive statistics section for more details.
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ratings history from 2002 until 2015 covering an entire economic cycle. The S&P 500 Index
was chosen as the sample universe due to CRA analyst and financial data availability and the
prominent public status of most constituents.

We hand-collected the CRA analyst information for setting up the coverage timeline from
press releases, announcements, research reports and other publications available on the online
portals of Fitch and Moody’s. For S&P, these files were retrieved from the RatingsDirect module
in S&P’s Capital IQ platform (formerly known as Global Credit Portal)4. CRA analyst data
includes their name, status of lead or secondary analyst in their coverage team5, location and
country enabling us to follow the coverage over time. Moreover, we were able to derive their
gender based on name searches in other online sources such as Bloomberg Executive Profiles and
LinkedIn. Coverage was assumed to start at the first appearance of a CRA analyst on a report
and to last until the first appearance of the succeeding CRA analyst. This also provided the
tenure of each individual CRA analyst with an issuer. Overall, approximately 17,500 files were
processed in order to construct this daily CRA analyst timeline for all three CRAs in scope.
Compared to a complementary study by Fracassi et al. (2016), this number is considerably
higher in relation to the number of companies in their sample6.

Lastly, control variables were downloaded from Bloomberg and S&P’s Capital IQ and sup-
plemented to the ratings and CRA analyst timeline via ticker symbols. Controlling for company
size (market capitalization), profitability (EBITDA margin) as well as leverage (net debt to
EBITDA ratio and debt to capital ratio), we take changes in company fundamentals as one
important driver of ratings into consideration.

B. Descriptive statistics

B.1. Ratings history

The final sample consisting of 317 companies covered by Fitch, 444 by Moody’s and 449 by S&P
respectively, financial characteristics of these three subsamples are shown in Table I7. Comparing
these on a cross-sectional quarterly value basis, the table reveals some statistically significant
differences in the means of variables determined by t-tests. Companies covered by Moody’s and
S&P exhibit vast similarity in most variables in scope. Companies covered by Fitch, however, are
somewhat larger in terms of revenues and market capitalization compared to both Moody’s and
S&P. They are more leveraged compared to the Moody’s and S&P samples which also becomes
evident in the Altman Z-scores which is lower for issuers covered by Fitch. When it comes to
profitability measures, all three subsamples show averages around 8% in terms of profit margin
and around 20% in terms of EBITDA margin. The leverage is less than 50% for all subsamples.
Net debt to EBITDA ratio expresses the firms’ ability to service their debt and in terms of
median, and for most firms net debt exceeds EBITDA by more than five times.

4All analyst-related information has been hand-collected from these CRA sources.
5Secondary analyst status was excluded for S&P since the majority of reports did not provide this distinction

in a consistent manner.
6We were able to provide finer granularity in terms of time frame and frequency than Fracassi et al. (2016)

since our dataset entails a daily frequency and a longer scope ending in 2015. The daily frequency is of particular
relevance for analyzing changes in CRA analyst coverage. Furthermore, the distinction between lead and secondary
analyst is important for the internal mechanics at CRAs and their teams as outlined above and therefore explicitly
accounted for only in our study.

7In order to capture United States large-cap, public firms, we chose the S&P 500 as the basis for our sample.
Due to missing data for some firms, e.g. on CRA analysts, some firms were removed from the raw sample.
Specifically, 11 firms rated by Fitch and 4 firms rated by Moody’s.
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These variables are used as control variables in order to take financial fundamentals into
account.

- Table I about here: Financial summary statistics -

As a graphical summary, Figure I presents close parallels between the subsamples in terms of
market capitalization and Altman Z-score over time. Furthermore, patterns we would expect
such as the financial crisis of 2008/2009 are clearly visible in the data. Issuers covered by Fitch
are largest in terms of market capitalization and lowest in terms of Altman Z-score. Overall,
the market capitalization of firms in the sample has grown during the sample time period whilst
Altman Z-scores exhibit a downward pattern especially following the financial crisis, but the
average values of above three still suggest overall financial stability.

- Figure I about here: Market capitalization and Altman Z-score -

Scaled by multiple ratings, Table II presents details on the coverage ratios for each individual
rating agency. Fitch, Moody’s and S&P taken together, 460 of all S&P 500 constituents are
covered. In line with their respective overall market share8, S&P covers the highest share of
companies, 98% with Moody’s covering 97%. Fitch covers the lowest number of companies
(69%). Contrary to intuition, not all S&P 500 constituents were covered by one or more of the
rating agencies in the time frame of the study. As expected for such a class of large-cap issuers
there are hardly any single rated issuers (Fitch (0), Moody’s (4), and S&P (15). About two
thirds of companies in the sample received a double rating by Fitch and Moody’s and more than
90% by Moody’s and S&P. Multiple ratings have also previously been found to influence credit
ratings of corporate issuers (Mählmann (2009)), corporate bonds (Bongaerts et al. (2012)) and
mortgage-backed securities (Morkoetter et al. (2017)).

- Table II about here: Multiple ratings -

Table III shows the number of rating actions and issuer coverage by CRA among those issuers
that experienced a rating action. While all issuers covered by Fitch have a long-term issuer
rating assigned, the situation for Moody’s is more heterogeneous. Mostly for sub-investment
grade issuers, a CFR was assigned instead. For 50% of instances, neither a long-term issuer
rating nor a CFR had been published even though it can be regarded as the basis for all credit
ratings. We therefore utilize the senior unsecured rating of an issuer instead. Furthermore,
about 15% of companies did not experience any rating action9 between 2002 and 2015.

- Table III about here: Issuer coverage by CRAs -

As far as the frequency of rating actions shown in Table IV is concerned, we observe a very
similar number of downgrades/ upgrades per company for all three CRAs. On average, an issuer
experienced around 1.5 downgrades and around 1.5 upgrades between 2002 and 2015. A Mann-
Whitney-Wilcoxon test reveals no statistically significant difference between the CRAs in the

8Cf. SEC (2016) and Lugo et al. (2015).
9Despite the lack of changes in long-term issuer ratings of several issuers in the sample, other reports and

announcements specific to these issuers have been published on an ongoing basis allowing us to extract CRA
analyst information in order to construct the respective analyst coverage time line.
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number of upgrades. The average values for negative and positive watchlist entries per issuer
covered, both average and median, is lower for Fitch and statistically significant. This applies to
the very low number of positive watchlist entries in particular. But also for negative watchlist
entries, both average and median values per issuer exhibit a high difference. All types of rating
actions taken together, there were about 3.5 rating actions for Fitch, 4.5 for Moody’s and 4
for S&P per issuer. The maximum values are 7 and 10 rating actions, respectively. Overall,
Moody’s and S&P are more similar than each of these two CRAs compared to Fitch.
In addition, Table IV presents the time between ratings actions measured in days. Consistent
with the number of downgrades and negative watchlist entries (i.e downward rating actions) and
upgrades and positive watchlist entries (i.e upward rating actions), the average time between
downward rating actions (508-708 days) is about 25% shorter compared to upward rating actions
(635-950 days). Also in terms of magnitude, the difference is between 127 and 242 days and
thus almost 4-8 months. Solely looking at actual downgrades and upgrades, average as well
as median values for the time gap between upgrades are roughly similar and not statistically
different for the three CRAs - consistent with the number of this types of rating action. The
time between downgrades is roughly one year for downgrades and two years for upgrades in
terms of median. With regards to the totality of long-term issuer rating actions (upward and
downward rating actions taken together), the time gap between rating actions is roughly two
years for issuers covered by Fitch and about 20% shorter for issuers covered by Moody’s and
S&P. Taking median values into account, this time gap is substantially shorter. The minimum
and 5th percentile value might appear surprisingly low at all three CRAs in scope. These have
to be seen in the context of closely sequenced watchlist entries immediately followed by rating
changes. In conclusion, however, we infer that long-term issuer ratings are rather stable over
time.

- Table IV about here: Frequency of rating actions -

For a graphical representation of the number of rating downgrades and upgrades in a dynamic
time perspective, Figure II presents the patterns for all three CRAs over the observation period.
We observe a trend that the rating actions are highly correlated with the overall economic
development and the financial crisis in particular. The number of downgrades peaks and widely
exceeds the number of upgrades during the U.S. recession in 2002 and 2003 following after burst
of the dot-com bubble in 2000/2001. During the subsequent recovery and boom period of the U.S.
economy between 2004 and 2006 the number of upgrades outnumbers the number of downgrades.
The highest rating activity is observed during the financial crisis - not surprisingly mainly driven
by downgrading activity. During the years 2008 and 2009 on average approximately 50% of
the covered companies were downgraded by one of the three rating agencies. Following the
recovery of the U.S. economy after the financial crisis, the CRAs also adjusted their actions
with upgrades being more frequently observed as compared to rating downgrades. This time-
variant dependency of rating actions undertaken by CRAs in our data sample is also confirmed
by existing work (e.g., Bolton et al. (2012) and Bar-Isaac and Shapiro (2011) from a theoretical
perspective, whereas Croce et al. (2011), Bangia et al. (2002) and Dilly and Mählmann (2016)
state empirical evidence). In our regression analysis we incorporate this time-variant dependency
by controlling for year-fixed effects (please refer to section V for more details).
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- Figure II about here: Rating downgrades and upgrades over time -

B.2. CRA analyst coverage timeline

Table V presents demographic details on the CRA analysts. Based on 17,500 files containing
CRA analyst information processed, we arrive at 255, 283 and 332 unique CRA analysts covering
S&P 500 stocks at Fitch, Moody’s and S&P,10 respectively, during the time period of 2002-2015.
Despite notable differences in market share and issuers covered, there is no major difference in
the number of unique CRA analysts between the Fitch and Moody’s. With regard to S&P, on
the other hand, the number is almost 30% higher. These figures are in line with studies by
Fracassi et al. (2016) and Kisgen et al. (2016) who arrive at similar values. Around 30% of CRA
analysts at Fitch and S&P covering S&P 500 issuers are female whereas this share amounts to
23% at Moody’s. Also, only less than one third of all CRA analysts at Fitch (less than 60% at
Moody’s) exclusively take up lead or secondary analyst roles, showing that lead and secondary
analyst roles don’t seem to be strictly assigned to certain CRA analysts. Regarding location,
Moody’s is covering S&P 500 issuers purely out of their New York office while Fitch is based
both in New York and Chicago. S&P serves its clients out of several additional office locations
in the United States. Yet, for all three CRAs, New York is the dominating office location.

- Table V about here: Details on CRA analysts -

Table VI reveals the CRA analyst coverage by sector, industry and issuer. We observe that
CRA analysts at all three agencies mainly focus on one sector (the GICS classification according
to S&P Capital IQ defines the broader “sectors” and more detailed “industries”) judging from
the median value. When it comes to industry types within a sector, the median value is three
for Fitch and Moody’s and two for S&P. In an unreported analysis, we were able to confirm
that these industries are also widely similar for each individual CRA analyst. We can thus
rule out the possibility of generalist versus specialist CRA analysts. No significant statistical
differences between the CRAs were found using Mann-Whitney-Wilcoxon tests in terms of the
number sectors covered. In terms of industries, CRA analysts at Fitch and Moody’s cover three
of these whereas this figure amounts to two at S&P which is also different statistically.

With regard to the number of stocks covered by CRA analysts, this amounts to four (Fitch
and Moody’s) and six (S&P) for lead analysts. The median is three for all three CRAs. As for
secondary analysts is five (Fitch) and 8 (Moody’s). The maximum number of stocks covered at
least once during the sample time period is 76 for lead analysts and 109 for secondary analysts.
There are no major differences in the number of S&P 500 stocks covered by CRA analysts
in terms of magnitude and statistics. While, as shown before, average values point towards
Moody’s analysts getting in touch with more stocks (6 stocks for Moody’s versus 4 for Fitch
for lead analysts), the median values are identical both for lead and secondary analysts and
both positions combined. From an issuer perspective, the median value of unique CRA analysts
witnessed by an issuer between 2002 and 2015 is five for both lead and secondary analysts
combined.

10The figure for S&P refers to the number of lead analysts only. Secondary analyst status was excluded for
S&P since the majority of reports did not provide this distinction in a consistent manner.
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A key variable for all our multivariate analyses to follow is the number of analyst changes
resulting from coverage details presented before. With regard to lead analysts, the average
figures suggest more rotation at Moody’s and S&P while median figures of two changes are
identical (cf. Table VI). Lead analysts are changing more than twice at Moody’s and S&P
whereas Fitch shows less than two changes. For secondary analysts, there are no differences in
median but the average suggests slightly more changes at Fitch (2.6 versus 2.3 at Moody’s). The
maximum numbers of changes amount to 10 for lead analysts and 11 for secondary analysts.
The minimum values show that some issuers never experience a change of the lead or secondary
analyst. This is only a small share below the 25th percentile, however. In total, each issuer
experiences on average between two and three changes of lead and secondary analysts. The
differences are statistically significant at the 1% and 5% level respectively.

The figures for coverage duration of the CRA analysts measured in days in addition to the
number of changes (cf. Table VI) do not yield substantial discrepancies between the Fitch and
Moody’s in terms of magnitude. The average and median coverage duration of lead analysts
(1400 days) and both roles combined (1300 days) suggests similarity at both agencies. Consistent
with the higher number of unique CRA analysts in the sample, both average and median values
for coverage duration are around 200 days lower at S&P. This indeed suggests more frequent
rotation at this CRA. Statistically, all these differences are significant. In total, a CRA analyst
covered an S&P 500 issuer between 2002 and 2015 for around 3 years (median). Even still, lead
analysts at Fitch have longer coverage periods than their counterparts at Moody’s and S&P and
vice versa for secondary analysts. Referring to the European Union regulation on CRA analyst
rotation mentioned above, even though it doesn’t apply to the S&P 500 sample in scope, both
average and median values (ranging from 800 to 1500 days) seem to be in compliance with the
maximum permissible coverage periods of four years for lead analysts and five years for secondary
analysts. At the 75th percentile, the range is still between 1600 and 2000 days (4.4 ad 5.5 years)
demonstrating that the majority of coverage periods observed would be acceptable according to
regulation. This is even the case as no such regulation has currently been implemented in the
United States.

- Table VI about here: CRA analyst coverage and rotation -

Figure III presents the number CRA analyst changes over time. Despite certain deviations,
Fitch and Moody’s exhibit similar overall patterns CRA analyst rotation. After a steady increase
in the number of CRA analyst changes between 2002 and 2007/2008, this figure drops in the
course of the financial crisis. It rises again until the sovereign debt crisis, decreasing once more in
its aftermath. The final years of the sample are most diverging when comparing both Fitch and
Moody’s. While rotation at Fitch increases to a new highest level, thereby creating an upward
trend between 2002 and 2015, the rotation level at Moody’s at one of the lowest levels in the
entire sample period. The trends for S&P start similarly with lead analyst changes reaching a
peak in 2009/2010 but the level remain more stable afterwards and marks a sharp increase in
2015.

- Figure III about here: CRA analyst changes over time -

While still at a descriptive level, Figure IV provides initial evidence for the effect of rating
actions prior to and after a CRA analyst change. We observe that in the six quarters prior to
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a lead analyst change on average 4% of rating changes occur within a period of six months. In
the six quarters following an analyst change, this figures increase to 23% (quarters 1 & 2), 12%
(quarters 3 & 4) and 9% in quarters 5 & 6. The figure exhibits a high similarity when plotting
downgrades and upgrades separately and hold for subsamples by CRA as well. In the following
section we will study the effect of rating analyst changes on rating actions in a multivariate
framework.

- Figure IV about here: Share of downgrades and upgrades by quarter -

The reasons behind CRA analyst changes and as to whether these are potentially endogenous
is of significance for our study. For this reason, we also analyze CRA analyst changes happening
simultaneously at all three CRAs. The intuition is straightforward: if changes of the CRA
analyst covering an issuer are due to its financial fundamentals, and not due to CRA-internal
policies, we would expect CRA analysts assigned to an issuer to change at several CRAs at the
same time due to the development of this issuer’s fundamentals. As shown in Figure V, which
presents the ratio of CRA analyst changes simultaneously observed at all three CRAs compared
to the overall number of CRA analyst changes per year, CRA analyst changes hardly happen at
the same time. The overwhelming majority of CRA analyst changes appears to follow distinct
policies depending the CRA and are not related the issuer. With this fact applying to both lead
and secondary analysts, the share of simultaneous coverage changes is constantly below 5%.

- Figure V about here: Simultaneous analyst changes at several CRAs over time -

V. Empirical results

We proceed with empirically testing our previously formulated research propositions. We deal
with the effects of CRA (lead and secondary) analyst rotation on long-term issuer credit ratings.
Moreover, the effect of individual CRA (lead and secondary) analyst coverage duration will be
in focus in order to further inspect CRA analyst-related factors.

In order to analyse the effects of CRA (lead and secondary) analyst rotation on long-term
issuer credit ratings, our empirical strategy is based on estimating panel regression models.
Subjects in our setting are S&P 500 firms and the dataset allows us to construct a quarterly
panel from Q1 2002 until Q4 2015. The dependent variable is the numeric rating of a firm in
a given quarter. Table X presents the numerical reference scale for the alphanumerical ratings
employed. We apply the same standardization of rating scales of the three major CRAs as done
by Jewell and Livingston (1999). In parallel to the ratings history for each individual issuer, we
add a quarterly timeline of lead and secondary CRA analysts covering each firm. Adopting the
approach of Jayaratne and Strahan (1996) and Stiroh and Strahan (2003), we aim to measure the
rotation of CRA analysts through a dummy variable taking the value of 1 if a new CRA analysts
is assigned to an issuer in a specific quarter and 0 if the CRA analyst has not changed. As we
observe several CRA analyst changes per issuer over the sample period, such "rotation periods"
take place repeatedly. This generalized "difference-in-difference" design is also employed by, e.g.
Jayaratne and Strahan (1996). We can thereby address the difficulty of determining a matching
control group for the typical difference-in-difference design, which is not possible using our data,
by constructing the control group from the average of all issuers in the sample. Endogeneity

15



cannot be fully ruled out in the context of CRA analyst rotation because the assignment to
and withdrawal from specific issuers is not necessarily a random affair and might be driven, for
example, by early retirement or job resignations. Another identification challenge to overcome
is a potential omitted variable bias as the credit rating might have changed in absence of the
CRA analyst rotation as well. The most intuitive explanation, assuming that credit rating
processes are fully functional, would be a change in financial fundamentals leading to the rating
action. Using firm-quarter fixed-effects and several issuer financial fundamentals variables as
controls (cf. Sufi (2007)), both firm-specific time-varying and time-invariant omitted variable
concerns should be alleviated. Rotation as such could potentially be endogenously driven by
financial fundamentals rather than internal policies. The descriptive analysis shown above (cf.
Figure V) establishes clear evidence that CRA analyst rotation is not linked to the issuers’
financial fundamentals, however. The share of simultaneous CRA analyst changes happening
simultaneously at both CRAs of all analyst changes is mostly below 5% and exhibits a fairly
stable pattern over time.

In addition to the panel regressions, we perform an initial test by estimating Cox propor-
tional hazard models (Cox (1972))11 with the same independent variables to assess if analyst
rotation increases the likelihood of a rating action. Given the Cox model’s ability to deal with
time-to-event data without strict assumptions regarding their distribution, several prior contri-
butions (e.g. Mählmann (2011); Lugo et al. (2015)) have made extensive use of this method. We
follow their approach, making the time to rating action measured in days the dependent variable
for all models12. Results generated by this variant of a conditional logit model permit conclu-
sions regarding the effect of our CRA analyst-related variables on the conditional instantaneous
probability of a rating action at a specific time and therefore on the credit rating activity level.

11As part of the class of survival models, origins of the Cox proportional hazard model can be found in medical
and biological research. However, it has been widely applied in financial and economic research in the past three
decades. Fields of application range from analyzing time to bank failures (Lane et al. (1986)), or corporate failures
(Parker et al. (2002)), repayment of personal loans (Stepanova and Thomas (2002)) and performance of business
loans (Glennon and Nigro (2005)). Further fields include post IPO performance (Jain and Martin Jr (2005)), time
to reach put-call parity in options markets (Deville and Riva (2007)), venture capital investment performance
(Nahata et al. (2014)) and bank runs (Iyer and Puri (2012); Iyer et al. (2016)). The individual agent level in
the case of hedge fund manager careers has also been subject to investigation using Cox proportional hazard
models (cf. Brown et al. (2001)). In addition, to these contributions, the issue of credit ratings by CRAs has seen
particularly advanced applications: with the starting point being the papers of Güttler (2011), Mählmann (2011)
and Lugo et al. (2015) have further scrutinized the drivers of credit ratings in a survival analysis context. The
latter are also examples of studies identifying herding effects on a CRA level.
The reason for selecting Cox proportional hazard models over other empirical instruments is its suitability for

analyses involving time to any kind of events jointly with likelihood of the events. Originally used to determine the
effects of covariates on human survival probability, main advantages includes the possibility to consider censored
observations, e.g. issuers that never experience a rating action during the observation time. Moreover, estimating
Cox proportional hazard models enables us to adequately address the distribution underlying our time data as
the model does not strictly assume any specific distribution (i.e. hazard function). Due to these advantages, it
has become the most popular model for analyzing duration data (Harrell (2001)).
Key parameters for estimating Cox proportional hazard models are what constitutes subjects, failure and time

and scale. In our analyses, subjects are defined to be the issuers. We define failure as a rating action (downgrade/
upgrade or negative/ positive watchlist entry) concerning the long-term issuer rating occurring on a certain date.
Thus, we are dealing with multiple failures per subject data. Time is defined as the time gap between rating
actions, the time a subject remains in a rating class. Subjects which don’t experience any “failure” are censored
at the end of the observation period. All time-related variables such as dates, time between failures and coverage
duration are initially measured in days. In terms of independent variables used for our Cox regression analyses,
we rely on categorical, continuous and time-varying covariates.

12Issuers which never experience any rating action over the sample period are censored observations. In this
case, the time to being censored can be considered the dependent variable.
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A. Effects on credit rating activity level

In a first step, we focus on the likelihood of credit rating actions in order to investigate the
effect of CRA analyst rotation on credit rating activity level. Proposition 1.1 predicts a positive
effect of rotation on the latter. We therefore expect a change in the lead or secondary CRA
analyst to have a positive coefficient in a Cox proportional hazard estimation as the hazard
is supposed to increase. For our analysis, we follow the approach of Güttler (2011) and Lugo
et al. (2015) employing time-varying covariates to model CRA analyst changes. This enables
us to account for analyst changes on a daily level. The covariate “Lead analyst change”, i.e.
rotation, takes the value of 1 from the day a new CRA analyst appears on a press release or
similar publication by a CRA. Until that day, the covariate is assigned a 0 indicating that the
CRA analyst covering the respective issuer hasn’t changed yet. This approach is widely applied
in various academic disciplines to estimate the effect of events parallel to the event in scope
on “survival time”. We use a several models to verify these propositions. The most extensive
specification also encompasses these covariates and can be expressed as follows:

λ (t) = λ0 (t)× exp{β1 ×Rotation+

β2 × Coverage duration}

The estimation results for rotation are reported in Panel A of Table VII. In the specifications for
Fitch lead analysts, the coefficient is positive and both statistically and economically significant.
The results are stable across all specifications for the three CRAs in scope and constantly at
the 1% level. Exponentiating the value of the lead analyst change coefficient, e.g. in the case
of Moody’s in Panel A, reveals that the hazard is around 70% higher, which is statistically and
economically significant, when an issuer experiences analyst rotation. As far as the results for
S&P in specifications 7-9 are concerned, the magnitude is lower than for Fitch and Moody’s.
The coefficient for Fitch exhibits a higher hazard by 93% and 46% higher for S&P (Panel A).
This pattern remains similar in terms of economic magnitude and significance in Panels B and
C. The result also remains stable when adding coverage duration to the analysis. In Panel
B, Moody’s exhibits the economically lowest coefficients compared to the other two CRAs of
approximately 46% (as compared to 90% and 55% for Fitch and S&P, respectively). Similar,
though less pronounced effects can be observed for secondary analysts as we establish in a
unreported analysis. We therefore conclude that CRA analyst changes have a substantial effect
on the timing and therefore likelihood of rating actions. Due to the positive coefficient, the
hazard rate is increased resulting in a shorter time to rating action. This result empirically
supports proposition 1.1. As far as proposition 2.1 is concerned, we observe a highly significant,
negative, coefficient for the variable coverage duration. It’s highest (negative) for Fitch and
lowest (negative) for S&P. This applies to the total sample in Panel A as well as the (sub-
)investment-grade subsamples in Panels B and C. E.g., the coverage duration coefficient in
Panel A for Fitch of -0.127 implies that with increasing coverage duration, the hazard of a
rating change happening is around 12% lower as derived when exponentiating this coefficient
value. For Moody’s and S&P, the hazard is between 6% and 7% lower. Due to the coefficient
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estimates reported in Table VII being consistently below zero for all CRAs, we conclude that
coverage duration has a negative effect on the likelihood of rating actions.

- Table VII about here: Effects of analyst rotation on rating activity level -

Based on the data discussed above, the question arises as to whether the results are driven
by sample effects. Especially the characteristics of sample firms and their rating level might be
a source of bias. E.g., the effect of CRA analyst changes might only apply to sub-investment
grade issuers as opposed to more highly-rated ones and vice versa. Panels B and C of Table VII
address this question by running two separate analyses for the subsample of investment grade
issuers and those which are sub-investment grade by CRA. We define investment grade issuers
as those holding a long-term issuer default rating of better than “BB” on average during their
time in the sample. The calculation is based on the numerical scale shown in Table X. All issuers
with an average rating of worse than “BBB” are considered sub-investment grade issuers. In
summary, the three samples in Panels A, B and C hardly exhibit any differences. The coefficient
estimates remain significant both statistically and economically regardless of the issuers’ rating
level. We therefore conclude that rotation-induced changes in rating activity level are not a
phenomenon confined to specific rating levels.

B. Effects on credit risk assessment

In a second step, we now analyse if CRA analyst rotation and coverage duration are accompanied
by an improvement or deterioration of the credit risk assessment. In this context, we estimate
fixed-effect panel regression models. As decomposed when deriving proposition 1.2, new CRA
analysts being assigned to cover an issuer could be expected to bring an unbiased perspective and
more inclination to change a credit rating. Our proposition dealing with coverage duration (2.2)
is based on similar reasoning. We estimate fixed-effects panel regression models. Our baseline
regression specifications testing the effect of CRA analyst rotation and coverage duration on
long-term issuer ratings are expressed as follows:

Ratingit = αi + αt + β1 ×Rotationit +

βn ×Xit + εit

Ratingit = αi + αt + β2 × Coverage durationitj +

βn ×Xit + εit

The dependent variable, Ratingit is the long-term issuer default rating on a numerical scale, for
firm i in quarter t (cf. also Mählmann (2011); Fracassi et al. (2016)). αi and αt are firm and
quarter fixed effects, respectively. Our independent variable in focus is Rotationit: it is a dummy
variable taking the value of 1 if a new CRA analysts is assigned to issuer i in a specific quarter t
and 0 if the CRA analyst has not changed. We apply two different measures, the variable “Lead
analyst change_2 quarters” setting the dummy to 1 for the quarter t when the analyst rotation
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occurred and quarter t+1 thereafter, and “Lead analyst change_4 quarters” does accordingly
for the following 3 quarters (t+3). β2 measures the effect of the time CRA analyst j has covered
firm i by the time of quarter t measured in quarters. The issuer-related variables controlling
for financial fundamentals summarized in vector Xit include leverage/ liquidity (net debt to
EBITDA ratio and debt to capital ratio), firm size (market capitalization), and profit (EBITDA
margin)13. Together with time and firm fixed effects, these control variables serve to address
endogeneity and identification concerns as outlined above.

Table VIII presents a significant effect of CRA analyst changes, i.e. rotation, on the long-
term issuer rating by all three CRAs in scope. Based on the numerical rating scale depicted in
Table X, the significantly positive coefficient both in Panel A for the overall sample including all
three CRAs and in Panel B for each CRA subsample points towards an increase in downgrading
activity following changes of the CRA analyst covering an issuer. As for Panel A, the coefficient
estimate increases in terms of economic magnitude and statistical significance from Lead analyst
change_2 quarters to Lead analyst change_4 quarters. The latter is significant at the 1% level
and shows that ratings in the 4 quarters after a CRA analyst change are, on average, 0.049 points
worse on the rating scale from 1 (best rating) to 21 (worst rating). Thus, the effect appears
to occur within 6 months but also 12 month after the CRA analyst rotation. In Panel B,
specification 4-6 for Fitch, statistical significance remains the same for both rotation coefficients
but the economic effect decreases from 0.102 to 0.086. Both for Moody’s (specifications 7-9)
and S&P (specifications 10-12), there is no economically and statistically significant effect for
the two quarters after a Lead analyst change. Nevertheless, within four quarters, the significant
coefficient estimate is 0.051 for Moody’s and 0.037 for S&P stating that ratings change towards
lower ratings and, compared to Fitch, happen slightly later. This result, showing slightly weaker
effects in the case of Moody’s and S&P, is stable including firm and time fixed effects as well
as a set of fundamental issuer financial variables controlling for leverage, profitability and firm
size. The figures for these financial control variables confirm intuition for EBITDA margin and
the debt to capital ratio as ratings tend to be better with higher EBITDA margins (negative
coefficient) and lower (positive coefficient) with higher debt to capital ratios. Despite their
statistical significance, neither net debt to EBITDA ratio, nor market capitalization seem to
influence ratings. Furthermore, the adjusted R-squared is stable across the specifications. Its
values amount to approximately 0.1 for Fitch and S&P whereas Moody’s and the overall sample
exhibit 0.04 and 0.07, respectively. We interpret the results as when new CRA analysts start
their coverage, they tend to exercise a more conservative judgment than their predecessors. Our
analyses appear to render support to proposition 1.2.

At the same time, the empirical evidence for proposition 2.2 is mixed as the value of zero
for the coefficient in absence of any statistical significance shows (cf. overall sample in Panel
A). For Panel B, on the one hand, the coefficient for Fitch of 0.005 points towards a significant
negative effect (positive coefficient) of coverage duration on ratings which was not predicted.
With each quarter of issuer coverage by a CRA analyst, issuer ratings would - on average -
be 0.005 rating points higher. With regard to Moody’s, the result is close to 0 and neither
statistically nor economically significant. On the other hand, the S&P subsample (specification
12) appears to render support to the proposition with a coefficient value of -0.006 and a high

13In unreported analyses, we apply various sets of common financial control variables. Our results are vastly
not sensitive to the choice of control variables.
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statistical significance. Interpretation should take the very limited economic significance of the
coefficients ranging below 0.01 into account, however. The adjusted R-squared in each of the
specifications 3, 6, 9 and 12 exhibits very similar results compared to the specifications dealing
with CRA analyst rotation. In conclusion, proposition 2.2 is only partially supported by the
analysis.

- Table VIII about here: Effect of analyst rotation on credit risk assessment -

Our results contribute to the debate on the supervision and regulation of rating agencies
as we demonstrate that CRA analyst rotation correlates with higher levels of rating actions.
Furthermore, we observe that the rating actions taken by a newly assigned CRA analyst are
typically more conservative than rating actions taken by fellow analysts whose coverage responsi-
bility is not altered. We empirically confirm the regulator’s notion and observe that credit rating
processes at major CRAs are prone to influence by CRA analyst rotation and do not eliminate
individual noise. The main implications of our research appertain to CRAs and policymakers
alike. As for CRAs, there is an emphasized need to bring their credit ratings processes back to
the drawing board. While the current shape of these processes has certainly been proven in some
ways over the years, they are most likely not suited to serve the publicly stated commitments of
producing institutional rather than individual credit rating decisions. In particular, our research
outcomes call for a careful assessment of internal rotation policies. However, their clients might
not be particularly fond of increased rotation either due to potential benefits from “learning to
gaming” (Mählmann (2011)), increasing financing costs as a result of analyst rotation or simply
due to reluctance of regularly having to explain their business and financial situation to new
CRA analysts. In terms of implications for policy, our results might be informative for regulators
in the United States where CRA analyst-related laws have taken a different path compared to
the European Union where regulatory bodies have apparently managed to stay abreast of poten-
tial drivers of credit rating processes. The applicability of CRA analyst rotation requirements
in comparison with overall circumstances could be verified in light of our findings. Additionally,
from the issuer’s perspective, CRA analyst rotation is actually bad news as it increases the
volatility of the company’s ratings and is followed by abnormal downgrade activity. A CFO
should therefore closely monitor the tenure of its rating analysts before issuing new bonds and
debt instruments.

B.1. Robustness checks

Ratings levels of issuers might affect our inference as our results might be driven by issuers of
certain rating levels only. This is especially relevant as our dependent variable in the panel
regression does not allow us to control for the issuer’s risk level as it serves as our dependent
variable. In order to scrutinize this aspect, we perform robustness checks shown in Table IX.
It depicts the analysis of two subsamples splitting the sample between investment grade and
sub-investment grade issuers. The results reveal that, despite a higher economic magnitude and
higher R-squared in the case of sub-investment grade issuers, the statistical significance holds
for both subsamples separately. In general, the coefficient estimates are similar. We conclude
that no sample effect pertaining to the rating level is behind our findings.

20



VI. Conclusion

In this paper, we build upon the existing literature centered on biases of CRAs and the role of
CRA analysts and extend it by focusing on CRA analyst rotation and its impact on credit risk
assessment. Leveraging a hand-collected dataset we are able to track CRA analysts’ rotation of
S&P 500 issuers between 2002 and 2015 and link it to the corresponding rating history of each
individual issuer. We find evidence that analyst rotation leads to an increase in subsequent rating
activity and is accompanied by rating downgrades. In contrast to the argumentation of CRAs,
our results show that rating processes are prone to noise by individual analysts. Furthermore,
our result provide empirical support for the recently introduced mandatory analyst rotation
legislation in the European Union. The intention behind structured credit rating processes
developed by the CRAs corresponds to that of CRA-related regulation: Ensuring impartial
credit rating decisions by lowering the likelihood for biases and misaligned incentives. Given
the astounding amounts of credit volume in the global economy, our results suggest that the
influence of individuals might have been underestimated as criticism tends to zero in on CRAs
as institutions.
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Table II: Multiple ratings
The table shows the coverage of S&P 500 issuers by multiple credit ratings agencies: Fitch, Moody’s and S&P.
It entails long-term issuer ratings for the period of 2002 until 2015. In the case of Moody’s, the corporate family
rating (CFR) or senior unsecured rating was used if a long-term issuer rating was not assigned. The CFR is
practically identical to the long-term issuer rating and mostly assigned to sub-investment grade issuers. For a
few issuers, the CFR was withdrawn at some point, typically when an issuer had reached an investment grade
rating. In these cases, the senior unsecured rating was also used instead.

Subsample

Number of rated 

issuers

in % of total 

sample

S&P 500 (total sample) 460 100%

By rating agency

Fitch 317 69%

Moody's 444 97%

S&P 449 98%

Single rating

Total 15 3%

Fitch 0 0%

Moody's 4 1%

S&P 11 2%

Double rating

Total 445 97%

Fitch / Moody's 312 68%

Fitch / S&P 310 67%

Moody's / S&P 433 94%

Triple rating

Fitch / Moody's / S&P 305 66%
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Table III: Issuer coverage by credit rating agencies
The table shows the number of S&P 500 issuers covered by Fitch, Moody’s and S&P by type of long-term
issuer rating as well as the number of rating actions by type. It entails data from 2002 until 2015. In the
case of Moody’s, the corporate family rating (CFR) or senior unsecured rating was used if a long-term issuer
rating was not assigned. The CFR is practically identical to the long-term issuer rating and mostly assigned
to sub-investment grade issuers. For a few issuers, the CFR was withdrawn at some point, typically when
an issuer had reached an investment grade rating. In these cases, the senior unsecured rating was also used instead.

Coverage and number of rating actions

Fitch Moody's S&P

Number of issuers covered 317 444 449

Exclusive 0 4 11

Overlap 305

with long-term issuer rating 317 139 449

with corporate family rating (CFR) - 50 -

with senior unsecured rating - 207 -

with CFR & senior unsecured rating - 48 -

Number of rating actions - Overall 923 1635 1813

Upgrade 333 486 614

Positive watchlist 27 220 167

Downgrade 422 497 597

Negative watchlist 141 432 435

Number of documents processed for data collection 4.500 6.500 6.500

28



T
ab

le
IV

:
Fr
eq
ue

nc
y
an

d
nu

m
be

r
of

ra
ti
ng

ac
ti
on

s
by

cr
ed

it
ra
ti
ng

ag
en

ci
es

T
he

ta
bl
e
sh
ow

s
th
e
nu

m
be

r
of

ra
tin

g
ac
tio

ns
pe

r
co
m
pa

ny
co
ve
re
d
as

w
el
la

s
th
e
tim

e
be

tw
ee
n
ra
tin

gs
ac
tio

ns
m
ea
su
re
d
in

da
ys

by
ra
tin

g
ac
tio

n
ty
pe

fo
r
al
lS

&
P

50
0
is
su
er
s
ra
te
d

by
th
e
re
sp
ec
tiv

e
cr
ed

it
ra
tin

g
ag
en

cy
(C

R
A
).

It
en
ta
ils

da
ta

fr
om

20
02

un
til

20
15
.
D
ow

nw
ar
d
ra
tin

g
ac
tio

ns
in
cl
ud

e
do

w
ng

ra
de

s
an

d
ne

ga
tiv

e
w
at
ch
lis
t
en
tr
ie
s.

U
pw

ar
d
ra
tin

g
ac
tio

n
re
fe
r
to

up
gr
ad

es
an

d
po

si
tiv

e
w
at
ch

lis
t
en
tr
ie
s.

St
at
is
tic

al
si
gn

ifi
ca
nc
e
le
ve
ls

an
d
z-
va
lu
es

fo
r
di
ffe

re
nc
es

be
tw

ee
n
th
e
C
R
A
s
ar
e
ob

ta
in
ed

by
a
M
an

n-
W

hi
tn
ey
-W

ilc
ox
on

te
st
.

**
*,

**
,a

nd
*
in
di
ca
te

si
gn

ifi
ca
nc
e
at

th
e
1%

,5
%
,a

nd
10
%

le
ve
ls
,r

es
pe

ct
iv
el
y.

V
a
ri

a
b
le

S
u
b
sa

m
p
le

U
n
it

N
M

ea
n

S
D

M
in

M
a
x

5
th

2
5
th

5
0
th

7
5
th

9
5
th

F
it

ch
-M

o
o
d
y
's

F
it

ch
-S

&
P

M
o
o
d
y
's

-S
&

P

N
u
m

b
er

 o
f 
ra

ti
n
g
 a

ct
io

n
s 

p
er

 i
ss

u
er

A
ll
 t

y
p
es

 o
f 
ra

ti
n
g
 a

ct
io

n
s

F
it

ch
N

u
m

b
er

9
2
3

3
.5

3
2
.1

8
1
.0

0
1
4
.0

0
1
.0

0
2
.0

0
3
.0

0
5
.0

0
7
.0

0
3
.9

9
*
*
*

1
.2

0
2
.6

9
*
*
*

M
o
o
d
y
's

1
6
3
5

4
.5

4
3
.0

0
1
.0

0
2
4
.0

0
1
.0

0
2
.0

0
4
.0

0
6
.0

0
1
0
.0

0

S
&

P
1
8
1
3

4
.1

2
3
.4

0
0
.0

0
2
2
.0

0
0
.0

0
2
.0

0
4
.0

0
6
.0

0
1
0
.0

0

D
o
w

n
g
ra

d
es

F
it

ch
N

u
m

b
er

4
2
2

1
.6

0
1
.4

4
0
.0

0
8
.0

0
0
.0

0
0
.0

0
1
.0

0
2
.0

0
4
.0

0
1
.9

8
*
*

2
.6

1
*
*
*

0
.7

0

M
o
o
d
y
's

4
9
7

1
.3

8
1
.3

8
0
.0

0
9
.0

0
0
.0

0
0
.0

0
1
.0

0
2
.0

0
4
.0

0

S
&

P
5
9
7

1
.3

6
1
.4

5
0
.0

0
9
.0

0
0
.0

0
0
.0

0
1
.0

0
2
.0

0
4
.0

0

N
eg

a
ti

v
e 

w
a
tc

h
li
st

F
it

ch
N

u
m

b
er

1
4
1

0
.5

4
0
.7

5
0
.0

0
4
.0

0
0
.0

0
0
.0

0
0
.0

0
1
.0

0
2
.0

0
7
.6

8
*
*
*

5
.0

4
*
*
*

3
.0

4
*
*
*

M
o
o
d
y
's

4
3
2

1
.2

0
1
.1

8
0
.0

0
7
.0

0
0
.0

0
0
.0

0
1
.0

0
2
.0

0
3
.0

0

S
&

P
4
3
5

0
.9

9
1
.1

5
0
.0

0
8
.0

0
0
.0

0
0
.0

0
1
.0

0
2
.0

0
3
.0

0

U
p
g
ra

d
es

F
it

ch
N

u
m

b
er

3
3
3

1
.2

8
1
.2

8
0
.0

0
6
.0

0
0
.0

0
0
.0

0
1
.0

0
2
.0

0
4
.0

0
0
.3

9
0
.2

7
-0

.1
2

M
o
o
d
y
's

4
8
6

1
.3

5
1
.3

6
0
.0

0
7
.0

0
0
.0

0
0
.0

0
1
.0

0
2
.0

0
4
.0

0

S
&

P
6
1
4

1
.4

0
1
.5

1
0
.0

0
8
.0

0
0
.0

0
0
.0

0
1
.0

0
2
.0

0
4
.0

0

P
o
si

ti
v
e 

w
a
tc

h
li
st

F
it

ch
N

u
m

b
er

2
7

0
.1

0
0
.3

4
0
.0

0
2
.0

0
0
.0

0
0
.0

0
0
.0

0
0
.0

0
1
.0

0
9
.6

0
*
*
*

5
.8

7
*
*
*

5
.0

7
*
*
*

M
o
o
d
y
's

2
2
0

0
.6

1
0
.7

9
0
.0

0
3
.0

0
0
.0

0
0
.0

0
0
.0

0
1
.0

0
2
.0

0

S
&

P
1
6
7

0
.3

8
0
.7

3
0
.0

0
4
.0

0
0
.0

0
0
.0

0
0
.0

0
1
.0

0
2
.0

0

T
im

e 
b
et

w
ee

n
 r

a
ti

n
g
 a

ct
io

n
s

A
ll
 t

y
p
es

 o
f 
ra

ti
n
g
 a

ct
io

n
s

F
it

ch
D

a
y
s

9
2
3

7
4
2
.7

9
7
5
2
.0

5
4
.0

0
4
4
8
1
.0

0
3
9
.0

0
1
7
0
.0

0
4
6
2
.5

0
1
0
8
7
.7

5
2
2
5
0
.0

0
7
.6

5
*
*
*

4
.7

3
*
*
*

3
.5

2
*
*
*

M
o
o
d
y
's

1
6
3
5

5
6
8
.2

9
7
2
4
.3

1
1
.0

0
5
0
4
6
.0

0
2
1
.0

0
8
3
.0

0
2
5
1
.0

0
7
8
4
.0

0
2
0
7
2
.2

5

S
&

P
1
8
1
3

6
2
2
.5

8
6
9
7
.1

2
1
.0

0
4
3
7
9
.0

0
2
0
.0

0
1
0
4
.2

5
3
6
3
.0

0
8
9
4
.2

5
2
1
0
5
.8

5

D
o
w

n
w

a
rd

 r
a
ti

n
g
 a

ct
io

n
s

F
it

ch
D

a
y
s

5
6
3

7
0
8
.1

1
9
4
7
.8

4
4
.0

0
4
8
6
4
.0

0
2
5
.6

0
1
0
4
.0

0
2
9
2
.0

0
9
9
1
.0

0
2
6
7
6
.8

0
5
.2

5
*
*
*

2
.5

6
*
*

3
.2

8
*
*
*

M
o
o
d
y
's

9
2
9

5
0
8
.3

0
8
3
0
.8

2
1
.0

0
5
0
4
6
.0

0
1
5
.0

0
6
0
.0

0
1
3
9
.0

0
5
4
6
.0

0
2
2
6
9
.6

0

S
&

P
1
0
3
2

6
0
2
.9

4
8
6
2
.5

5
2
.0

0
4
8
5
7
.0

0
2
0
.0

0
7
2
.0

0
2
0
4
.0

0
7
6
0
.0

0
2
4
0
4
.6

0

R
a
ti

n
g
 d

o
w

n
g
ra

d
es

F
it

ch
D

a
y
s

4
2
2

7
6
2
.3

3
9
5
5
.6

0
4
.0

0
4
8
4
5
.0

0
3
0
.1

5
1
2
3
.7

5
3
4
8
.0

0
1
0
8
9
.5

0
2
5
0
4
.6

0
1
.2

5
2
.4

0
*
*
*

1
.1

9

M
o
o
d
y
's

4
9
7

8
0
0
.7

4
8
9
7
.3

9
8
.0

0
4
2
3
7
.0

0
2
8
.9

0
1
7
0
.0

0
4
5
0
.5

0
1
2
0
1
.5

0
2
6
5
8
.6

0

S
&

P
5
9
7

9
2
9
.4

2
1
0
1
2
.4

5
2
.0

0
4
8
3
8
.0

0
3
0
.5

5
1
8
0
.7

5
5
3
5
.0

0
1
3
6
7
.5

0
3
1
1
5
.0

0

U
p
w

a
rd

 r
a
ti

n
g
 a

ct
io

n
s

F
it

ch
D

a
y
s

3
6
0

9
5
0
.8

2
9
0
7
.8

6
2
7
.0

0
4
5
7
4
.0

0
1
1
3
.6

0
3
3
3
.0

0
6
1
4
.0

0
1
2
9
9
.0

0
2
7
4
2
.0

0
6
.8

1
*
*
*

3
.7

3
*
*
*

3
.2

3
*
*
*

M
o
o
d
y
's

7
0
6

6
3
5
.6

8
8
4
8
.5

4
1
.0

0
4
6
0
3
.0

0
2
8
.6

0
8
4
.0

0
2
6
6
.0

0
8
1
9
.0

0
2
4
9
1
.3

0

S
&

P
7
8
1

7
6
7
.9

2
8
6
8
.1

1
6
.0

0
4
2
6
4
.0

0
1
7
.0

0
1
2
1
.5

0
4
5
1
.0

0
1
0
6
3
.5

0
2
8
0
6
.0

0

R
a
ti

n
g
 u

p
g
ra

d
es

F
it

ch
D

a
y
s

3
3
3

1
0
0
7
.9

2
8
6
8
.7

0
9
9
.0

0
4
0
2
5
.0

0
1
6
5
.4

0
3
6
4
.0

0
7
1
6
.0

0
1
3
9
4
.0

0
2
7
0
9
.0

0
0
.2

4
0
.8

1
0
.5

6

M
o
o
d
y
's

4
8
6

1
0
5
3
.3

6
9
2
5
.4

3
3
.0

0
4
6
7
5
.0

0
1
7
4
.8

5
3
7
1
.2

5
7
2
4
.0

0
1
4
1
6
.5

0
3
0
7
1
.3

5

S
&

P
6
1
4

1
0
6
8
.2

2
9
0
4
.5

0
8
.0

0
4
2
6
4
.0

0
1
8
5
.7

0
3
8
6
.5

0
7
5
0
.0

0
1
4
4
5
.7

5
2
9
6
3
.2

0

P
er

ce
n
ti

le
s

D
if
fe

re
n
ce

29



Table V: Details on CRA analysts
The table shows the number of unique credit rating analysts covering S&P 500 issuers between 2002 and 2015 at
the three major CRAs by role, gender and office location based on 17,500 publications.

CRA analyst demographics

Fitch Moody's S&P

Number of unique CRA analysts 256 283 332

Lead analyst 214 219 332

Secondary analyst 224 191 -

Thereof overlap of lead & secondary analyst roles 182 127 -

Male 176 218 223

Female 79 65 109

New York 148 268 296

Chicago 94 - 8

Boston - - 4

Dallas - - 1

San Francisco - - 9

Washington D.C. - - 1

Toronto - 5 6

London 11 7 5

Frankfurt 1 1 1

Paris 1 1 -

Milan 1 1 -

Moscow - - 1
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Table VII: Effect of CRA analyst rotation on likelihood of rating actions
The table shows coefficient estimates and standard errors of Cox proportional hazard models for estimating
the hazard of rating actions. Panel A refers to the total sample including Fitch, Moody’s and S&P. Panel
B exhibits a subsample of investment grade issuers whereas Panel C shows the subsample of sub-investment
grade issuers. Issuers are classified as investment grade when their average long-term issuer default rating is
higher than “BB”. The dependent variable is the time in days between downgrades and upgrades pertaining to
long-term issuer ratings. The time-varying covariate “Lead analyst change” takes the value of 1 from the day
a new CRA lead analyst appears on a press release or similar publication by a CRA and measures rotation.
Until that day, the covariate is assigned a 0 indicating that the CRA analyst covering the respective issuer
hasn’t changed yet. Coverage duration is the time a CRA analyst has covered an issuer before at the time of
the rating action measured in years. ***, **, and * indicate significance at the 1%, 5%, and 10% levels, respectively.

Panel A: Total sample

(1) (2) (3) (4) (5) (6) (7) (8) (9)

Lead analyst change 0.662*** 0.564*** 0.544*** 0.568*** 0.373*** 0.391***

(0.086) (0.087) (0.078) (0.078) (0.067) (0.067)

Lead analyst coverage duration -0.127*** -0.120*** -0.071*** -0.076*** -0.057*** -0.062***

(0.014) (0.015) (0.010) (0.011) (0.011) (0.011)

Number of firms 317 317 317 444 444 444 449 449 449

Panel B: Investment grade issuers

(1) (2) (3) (4) (5) (6) (7) (8) (9)

Lead analyst change 0.672*** 0.575*** 0.376*** 0.414*** 0.440*** 0.475***

(0.097) (0.099) (0.101) (0.101) (0.081) (0.081)

Lead analyst coverage duration -0.124*** -0.116*** -0.082*** -0.086*** -0.068*** -0.076***

(0.016) (0.017) (0.013) (0.013) (0.013) (0.014)

Number of firms 249 249 249 321 321 321 330 330 330

Panel C: Sub-investment grade issuers

(1) (2) (3) (4) (5) (6) (7) (8) (9)

Lead analyst change 0.712*** 0.627*** 0.793*** 0.793*** 0.409*** 0.393***

(0.183) (0.184) (0.123) (0.124) (0.119) (0.120)

Lead analyst coverage duration -0.127*** -0.120*** -0.035* -0.036* -0.031* -0.028

(0.031) (0.032) (0.018) (0.018) (0.018) (0.018)

Number of firms 68 68 68 123 123 123 119 119 119

Fitch Moody's S&P
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Table IX: Robustness checks - Effect on credit risk assessment
The table shows coefficient estimates and standard errors of fixed-effects panel regression models. Panel A and
B refer to the total sample including Fitch, Moody’s and S&P. Panel A exhibits subsamples by investment grade
and sub-investment grade issuers whereas Panel B shows subsamples by time periods. Issuers are classified as
investment grade when their average long-term issuer default rating is higher than “BB”. The dependent variable
is the long-term issuer default rating mapped on a numerical scale (cf. also Table X). Lead analyst change
is a dummy variable taking the value of 1 if a new CRA analysts is assigned to an issuer in a quarter and 0
if the CRA analyst has not changed and measures analyst rotation. 2_quarters and 4_quarters refers to the
same dummy variable of 1 also being applied to 1 and 3 quarters after the analyst change quarter respectively.
Coverage duration is the time a CRA analyst has covered an issuer before at the time of the rating action
measured in quarters. Issuer-related variables controlling for financial fundamentals include leverage/ liquidity
(net debt to EBITDA ratio and debt to capital ratio), firm size (market capitalization), and profit (EBITDA
margin). ***, **, and * indicate significance at the 1%, 5%, and 10% levels, respectively.

Panel A: Subsamples by rating level (Fitch, Moody's and S&P)

(1) (2) (3) (4) (5) (6)

Lead analyst change_2 quarters 0.011 0.053

(0.016) (0.039)

Lead analyst change_4 quarters 0.034*** 0.065**

(0.012) (0.030)

Lead analyst coverage duration 0.000 0.001

(0.001) (0.002)

Net debt to EBITDA ratio (%) 0.000*** 0.000*** 0.000*** 0.000*** 0.000*** 0.000***

(0.000) (0.000) (0.000) (0.000) (0.000) (0.000)

EBITDA margin (%) -0.009*** -0.009*** -0.009*** -0.010*** -0.009*** -0.010***

(0.001) (0.001) (0.001) (0.002) (0.002) (0.002)

Debt to capital ratio (%) 0.013*** 0.013*** 0.013*** 0.022*** 0.022*** 0.022***

(0.001) (0.001) (0.001) (0.001) (0.001) (0.001)

Market capitalization (USD mm) -0.000*** -0.000*** -0.000*** -0.000*** -0.000*** -0.000***

(0.000) (0.000) (0.000) (0.000) (0.000) (0.000)

Constant 6.710*** 6.687*** 6.721*** 10.757*** 10.737*** 10.817***

(0.066) (0.065) (0.064) (0.169) (0.168) (0.164)

Firm F.E. Yes Yes Yes Yes Yes Yes

Quarter F.E. Yes Yes Yes Yes Yes Yes

Agency F.E. Yes Yes Yes Yes Yes Yes

Observations 30,650 30,650 30,650 8,678 8,678 8,678

Number of firms 793 793 793 275 275 275

R-squared 0.099 0.099 0.099 0.257 0.257 0.257

Adjusted R-squared 0.073 0.073 0.073 0.227 0.227 0.227

Investment grade issuers Sub-investment grade issuers

Panel A: Subsamples by rating level (Fitch, Moody's and S&P)

(1) (2) (3) (4) (5) (6)

Lead analyst change_2 quarters 0.011 0.053

(0.016) (0.039)

Lead analyst change_4 quarters 0.034*** 0.065**

(0.012) (0.030)

Lead analyst coverage duration 0.000 0.001

(0.001) (0.002)

Net debt to EBITDA ratio (%) 0.000*** 0.000*** 0.000*** 0.000*** 0.000*** 0.000***

(0.000) (0.000) (0.000) (0.000) (0.000) (0.000)

EBITDA margin (%) -0.009*** -0.009*** -0.009*** -0.010*** -0.009*** -0.010***

(0.001) (0.001) (0.001) (0.002) (0.002) (0.002)

Debt to capital ratio (%) 0.013*** 0.013*** 0.013*** 0.022*** 0.022*** 0.022***

(0.001) (0.001) (0.001) (0.001) (0.001) (0.001)

Market capitalization (USD mm) -0.000*** -0.000*** -0.000*** -0.000*** -0.000*** -0.000***

(0.000) (0.000) (0.000) (0.000) (0.000) (0.000)

Constant 6.710*** 6.687*** 6.721*** 10.757*** 10.737*** 10.817***

(0.066) (0.065) (0.064) (0.169) (0.168) (0.164)

Firm F.E. Yes Yes Yes Yes Yes Yes

Quarter F.E. Yes Yes Yes Yes Yes Yes

Agency F.E. Yes Yes Yes Yes Yes Yes

Observations 30,650 30,650 30,650 8,678 8,678 8,678

Number of firms 793 793 793 275 275 275

R-squared 0.099 0.099 0.099 0.257 0.257 0.257

Adjusted R-squared 0.073 0.073 0.073 0.227 0.227 0.227

Investment grade issuers Sub-investment grade issuers
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Table X: Numerical reference scale for alphanumerical ratings
The table shows the numerical rating code corresponding to the individual rating agencies’ alphanumerical rating
scales. The coded ratings are used as the dependent variable for the fixed effects panel regressions.

S&P long-term rating 

class

Moody's long-term 

rating class

Fitch long-term rating 

class

Rating 

code

AAA Aaa AAA 1

AA+ Aa1 AA+ 2

AA Aa2 AA 3

AA- Aa3 AA- 4

A+ A1 A+ 5

A A2 A 6

A- A3 A- 7

BBB+ Baa1 BBB+ 8

BBB Baa2 BBB 9

BBB- Baa3 BBB- 10

BB+ Ba1 BB+ 11

BB Ba2 BB 12

BB- Ba3 BB- 13

B+ B1 B+ 14

B B2 B 15

B- B3 B- 16

CCC+ Caa1 CCC+ 17

CCC Caa2 CCC 18

CCC- Caa3 CCC- 19

CC Ca CC 20

C C C 21

D D / DD / DDD 21
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VIII. Figures

Figure I: Summary statistics
The figure shows the mean of quarterly values per year for market capitalization (measured in USD mm) and
Altman Z-scores between 2002 and 2015 for S&P 500 issuers rated by Fitch (thick black line), Moody’s (long
dotted gray line) and S&P (thin black line). For comparison, the values for all S&P 500 constituents (short
dotted gray line) is included.
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Figure II: Number of downgrades and upgrades over time
The figure shows the overall number of downgrades (dark bars) and upgrades (light gray bars) of the long-term
issuer rating of S&P 500 issuers rated by Fitch, Moody’s and S&P between 2002 and 2015.

Fitch:

Moody’s:
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S&P:

38



Figure III: CRA analyst changes over time
The figure shows the total number of credit analyst changes witnessed by S&P 500 issuers rated by Fitch,
Moody’s and S&P by credit analyst role and per year between 2002 and 2015. Lead analyst changes are visualized
as dark bars and secondary analyst changes by light gray bars. The total number of changes is visualized as a
dark line.

Fitch:

Moody’s:

39



S&P:
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Figure IV: Share of rating downgrades and upgrades by quarter
The figure shows the share of rating actions (i.e. rating downgrades and upgrades) by Fitch, Moody’s and S&P
documented in the quarters shortly before and after a lead analyst change. The share in percent is visualized by
dark bars along the quarters in focus shown on the y-axis. Each point on the y-axis summarized two quarters.
The average share of downgrades and upgrades by quarter taking all quarters in the sample into account is
visualized as a dark solid line.
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Figure V: Ratio of simultaneous CRA analyst changes at several CRAs over time
The figure shows the ratio of lead analyst changes happening in the same year at Fitch, Moody’s and S&P at
individual S&P 500 issuers compared to the total number of analyst changes per year between 2002 and 2015.
The ratio of simultaneous lead analyst changes is visualized as dark area.
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