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REVISITING THE DIVERSIFICATION VALUE IMPACT FOR UK FIRMS: A RESOLUTION OF THE PUZZLE?

INTRODUCTION

Corporate diversification in both its geographic and industrial dimensions, has received substantial attention from both the academic and business communities since the early 1980s. However, the literature has been skewed towards an examination of the industrial form of diversification and has primarily focused on US firms. Empirical research is particularly valuable in this field, as the theoretical literature suggests a diversification puzzle. On the one hand the presence of diversification along either dimension potentially provides a company with increased opportunity and flexibility, which might be expected to enhance value. On the other hand, again for both forms, diversification beyond domestic, single activity operations introduces a complexity to organisational structure that potentially increases agency-related concerns, with a consequent diminution in value.

Empirical research in the area has identified a negative relationship between firm value and US corporate industrial diversification (Lang & Stulz, 1994; Berger and Ofek, 1995) while Lins and Servaes, 1999 document a similar relation across a range of jurisdictions including Germany and Japan.  In addition, a number of studies have focused on trying to identify the drivers of this phenomenon (Rajan, Servaes and Zingales, 2000; Brusco and Panunzi, 2000), as well as evaluating its sensitivity to industrial diversification type (Graham, Lemmon and Wolf, 1999).  The value impact of geographic diversification has received less attention, and again research has been primarily restricted to the US environment.  Such studies have identified a positive relationship between firm value and geographic diversification for US firms (Errunza and Senbet, 1981; Morck and Yeung, 1991), while Reeb, Kwok and Baek (1998) provide empirical evidence of a positive relationship between geographic diversification and systematic risk.  As many firms are both geographically and industrially diversified, recent US research has examined the impact of geographic and industrial diversification in a framework that controls for both forms of diversification (Bodnar, Tang and Weintrop, 1999).  Bodnar et al provide further US evidence supporting the generally held view that geographical (industrial) diversification is associated with a positive (negative) value impact respectively.

The aims of this paper are twofold.  We initially exploit an identified gap in the literature, by evaluating the UK value impact of geographic and industrial diversification. The study applies the most recent methodology of Bodnar et al (1999), controlling for both dimensions of diversification.  In light of evidence documenting that anomalies (‘puzzles’) with respect to valuation implications of other corporate financial decisions may be rationalised by inadequate risk measurement [Eckbo, Masulis and Norli (2000) among others], our analysis is further refined by the additional of a control variable for systematic risk (Reeb, Kwok & Baek, 1998).  The narrow range of UK industries within the domestic single activity category further necessitates an adaptation of Bodnar’s key adjusted value measure (AVM) metric, which econometric specification is discussed further in our methodology section.  Our findings for the UK population of diversified firms differ interestingly from the extant literature in respect of the US market and suggest a UK geographic diversification discount of 14% and no significant UK industrial diversification value impact.  These results, even though not directly comparable to Bodnar et al (1999), are insightful in a number of respects.  We argue that in the UK environment, certain industries may be disproportionately sensitive to demographic and cultural issues, which perhaps become more acute in the case of geographic diversification, for example the “retail” sector.  

This potential influence, as identified for UK firms, does not appear to have been considered in past studies and motivates the second theme of this paper.  Campa and Kedia (2001) argue that firms choose to diversify, so that any documented evidence of a diversification discount may not necessarily be indicative of value destruction.  We take this theme on board, noting for our own part that event and/or value impact studies while insightful, nevertheless leave a number of important questions unanswered.  Specifically they can assess the impact of financial decisions on corporate value without shedding light on the motivations for such decisions or the cross-sectional differences in firm characteristics that might motivate a particular choice over any other.  In light of the differential characteristics of diversifying firms in our sample, we develop a decision choice model, conditional on firm choice to diversify, with the objective of explaining and predicting which firms will change focus and along which dimension.  Consistent with our priors, we find that firm size and total revenues have significant explanatory power for the diversification choice.  However for our sample firms we find that sectoral characteristics such as industry number of firms and asset composition are important predictors of the dimension of diversification choice and may help explain the perverse geographic discount and lack of industrial value impact for UK diversifying firms.

The remainder of this paper is organised as follows.  The next section provides a review of extant literature as it relates to geographical and industrial diversification, while the subsequent section discusses the methodology adopted and speaks to sample selection issues.  Our fourth section presents the results of our value impact assessment while a discussion of our decision choice model and its theoretical motivation constitutes the fifth section.  Our penultimate section presents the results of our LOGIT model together with a discussion thereof and our final section summarizes and concludes. 

LITERATURE REVIEW

Geographic diversification

The history of empirical research into the value impact of geographic diversification can be traced back to the work of Errunza and Senbet (1981), who were first to examine empirically the implications of geographic diversification for firm value.  These authors provide evidence of a significant positive relation between international involvement (as proxied by the foreign sales ratio) and excess value, which is stronger in periods characterised by barriers to capital flow, which suggests that geographic diversification value impacts may be period specific and related to changes in macroeconomic factors over time.  Specifically there may be periods when multinational firms provide “ below market cost diversification services” (Bodnar et al, 1999, p6).   More recently, Morck and Yeung (1991) have sought to explain why investors appear to value multi-nationality by examining the impact of an increase in the number of foreign subsidiaries or countries in which a firm operates, on excess value.  Their findings support the dominance of the ‘Internalisation ’ influence vis-à-vis agency implications for value, based on geographically diversified US firms.  This Internalisation theory argues that a firm can increase its value by internalising markets for certain of its intangible assets (such as superior production skills, patents, marketing abilities and consumer goodwill).  Fauver, Houston and Naranjo (2002) document evidence that the benefits of internalisation in relation to internal capital markets are particularly valuable for diversifying firms where their domestic environment provides relatively little shareholder protection and raising external finance is difficult.  In such cases, there can frequently be a diversification premium as the benefits of corporate diversification outweigh the agency-related costs, which contrasts with evidence of a diversification discount among high-income countries where capital markets are integrated and well developed.

In contrast, Reeb, Kwok and Baek (1998) provide evidence of a very significant positive relationship between systematic risk and international diversification, which suggests that the international diversification benefit of reduced cash flow correlation may be dominated by other negative influences that increase overall firm volatility of returns and in consequence increase systematic risk.  This suggests a value discount, ceteris paribus, for internationally diversifying firms. Foreign exchange and political risk, increased asymmetric information and management self-fulfilling prophecies represent potential negative influences that may enhance systematic risk of internationalised firms. This is consistent with anecdotal evidence that managers often use a higher hurdle rate when assessing international projects, in consequence frequently accepting riskier projects, such that the concept of increasingly risky international projects becomes a self-fulfilling prophecy.   Reeb et al concede however that an increase in systematic risk associated with international diversification may equally be due to comparatively higher indigenous betas within the international countries under review. 

Industrial diversification

Empirical research into industrial diversification dates back to the 1930s (Coase, 1937), although the implications of decreased focus for corporate value have remained largely unexplored until the 1990s.  Lang and Stulz (1994) are the first to focus on value, as distinct from the performance implications of industrial diversification, and identify a negative relationship between US industrial diversification and value as measured by Tobin’s q, which persists even when an industry adjusted discount value metric is utilised.  Berger and Ofek (1995) examine the potential source of these value losses and provide evidence that a greater propensity to over-invest is associated with a lower value for industrially diversified firms.  They also find that subsidization of poorly performing segments contributes to this diversification value loss, and identify a reduction in the diversification discount in related, as opposed to unrelated diversification, which supports the relevance of economies of scale and leveraging of intangible assets such as managerial expertise to achieve operating efficiency.   They conclude that an industrial diversification strategy could produce small benefits in the form of increased debt capacity and tax savings given proper controls for over-investment and cross-subsidization.  Rajan,Servaes and Zingales (2000) confront the argument that industrial diversification destroys value through over-investment in value-destroying projects, by exploring the attributes of diversifying firms that drive misallocation of funds.  They hypothesise that it is the distribution of power to take decisions or capture surplus within a firm that determines value.  Brusco and Panunzi (2000) argue that an ex-post allocation of funds by head office to the most efficient segments would not necessarily eliminate the diversification discount, as it may reduce incentives for efficient investment into the future.  If long-term value loss resulting from de-motivated divisions outweighs the gains from divisions receiving transfers then the diversification discount will persist. They argue that such a ‘winner-picking policy’ may represent simultaneously ‘the dark and the bright side of internal capital markets’ (Brusco and Panunzi, 2000, p19).  In the context of US-based studies, Graham, Lemmon and Wolf (1999) explore the sensitivity of the industrial discount to diversification type, on the dimensions of organic versus acquired investment and provide empirical evidence to suggest that organic diversification does not result in a decline in value.  If organic diversification is related to core firm activities, these findings are consistent with Berger and Ofek (1995) and with Rumelt (1974), who argue that related industrial diversification is beneficial from a skills and resource utilisation perspective.  However Graham et al. (1999) find evidence that diversification through acquisition does result in such a discount, and show that about half of this value loss derives from the fact that the acquired firms are already priced at a discount to their industry prior to merger.  This is an interesting point as the majority of prior studies have dismissed self-selection in industrial diversification when focusing on the characteristics of the acquiring firms
.  In focusing on acquired firms, their study identifies an alternative form of self-selection that can account for some but not all, of the discount. 

 Lins and Servaes (1999) examine the impact of industrial diversification as part of an international study encompassing the UK, Germany and Japan, and document evidence of an industrial diversification discount of approximately 15% in the UK for the years 1992 and 1994 across a sample of approximately 700 UK firms
.  Their study differs importantly from this paper in that it fails to control for geographic diversification in assessing value implications of changing corporate focus. 
Combined view

Similar theoretical arguments pertain to the relationship between both geographic and industrial forms of diversification and firm value.  Both point to potential agency-related value losses even though industrial diversification literature also explores the concept of internal power struggles, which might be considered a further aspect to agency conflicts. Both literatures identify potential value gains resulting from less well-correlated cash flows, related tax savings, increased debt capacity or the provision of a shareholder diversification service.  Exploitation of intangibles is also identified as a potential benefit in both forms of diversification.  Geographic diversification speaks to the theory of internalisation, while industrial diversification speaks to the idea of related rather than unrelated diversification.  Agency and corporate control concerns appear to be dominant negative influences in industrial diversification, whereas the literature on geographic diversification identifies exploitation of intangible assets (internalisation) as the dominant and positive influence on value.  Neither literature centrally considers the relevance of systematic risk however, which is likely to be positively related to geographic diversification (Reeb et al., 1998). This suggests that the relationship between value and geographic diversification may be negative if risk-adjusted internationalising projects fail to generate sufficient incremental cash flow. Bodnar, Tang and Weintrop (1999) examine the value impact of diversification using a combined framework that controls for both forms of corporate diversification.  Excluding the geographic diversification variable (positively related to both value and industrial diversification) may result in a less negative coefficient on the industrial diversification dummy, while a competing influence arises in relation to an adjusted value measure (AVM) used in a solely industrial diversification model.  A benchmark based on single activity domestic and multi-national firms may both increase the value of the benchmark and the negative coefficient on the industrial discount dummy.   Controls for both diversification forms are thus critical in identifying the direction and extent of the impact of the omitted geographic diversification variable on industrial diversification discount estimates.   Bodnar et al examine a sample of approximately 7000 US firms for the period 1984 to 1997, results for which are consistent in direction but different in magnitude to earlier studies. Specifically they report evidence of a 2.7% value premium for geographic diversification and a 6% value discount for industrial diversification.  

Firm characteristics and the decision to diversify

Levine and Aaronovitch (1981) argue that the desire to become large is a strategic decision while Campa and Kedia (2001) also speak to the endogeneity of the diversification decision.  Firms choose to diversify, they do not have changing focus thrust upon them, so any value implications of corporate diversification are not necessarily diversification-driven.  These authors argue that there may be particular characteristics of diversifying firms that cause value impacts.   Controlling for decision endogeneity in three different ways, they document evidence that self-selection has a role to play in diversification choice which choice is in turn related to value.  Furthermore, controlling for this endogeneity, the authors report attenuation of a diversification discount and the possibility of a diversification premium for their sample.    Lamont and Polk (2002) affirm the discretionary nature of the diversification choice and focus on the need to control also for exogenous variation in diversification in seeking to determine causal effect in diversification value relation.  A negative relation could suggest that low value firms choose to diversify or that diversification causes poor performance and reduced value.  In an effort to disentangle these possible effects, the authors examine diversity in firm characteristics with specific emphasis on investment opportunities and the inefficient investment theory.  Utilizing variability in diversity due to variation in industry characteristics (exogenous at the level of the firm), they find that changing investment focus is negatively related to excess value.  Diversification destroys value, because diversified firms allocate investment capital inefficiently across segments.  The observed diversification discount does not stem entirely from firm endogenous choice, from selection bias or from measurement error when diversity and excess value metrics depend upon the same underlying industry data.  Furthermore, it appears that for the sample studied, cash flow diversity reduces value, rather than diversity in leverage or sales growth.

We remain curious regarding the ‘diversification puzzle’, and many questions are still unanswered.  Bodnar et al. (1998) report a negative industrial diversification value impact.  Campa et al. (2001) argue that the value impact could be positive with appropriate controls for diversification endogeneity, while Lamont et al. (2002) document a negative value impact for industrially diversified firms, conditional on already being diversified, but fail to unambiguously determine causality - diversification may destroy value or value destruction may motivate firms to (further) diversify in response.  Fauver et al. (2002) document a diversification value impact, which is related to a country’s legal system and the sophistication of capital markets.  We consider that the importance of sectoral characteristics is under-exploited in the diversification debate, and that a gap remains in our understanding of the particular characteristics of firms that might act as indicators of a diversification choice.  Therein lies the second focus of our analysis.

METHODOLOGY AND DESCRIPTION OF DATA

Segmental reporting is our basis for identifying those firms that are geographically (mult-national) and/or industrially diversified (multi-activity) for the purposes of this study. Geographic and industrial segmental information as mandated by the Statement of Standard Accounting Practice No.25 (SSAP 25, Accounting Standards Board, 1990) requires the separate disclosure of turnover, profit and net assets for significant segments, defined as any segment with 10% or more of the entity total for each of these three categories.  Segmental reporting data available on Datastream® confirms that a majority of firms provide at least a geographic and industrial analysis of turnover and that the exemption threshold of 10% may not be widely invoked, so this measure is the basis of our diversification proxy and is consistent with extant literature where the internationalisation metric is typically grounded in firms’ proportional revenue from foreign sources.    As we focus centrally on the presence rather than extent of diversification, lack of consistency in annual reporting of business segment data is not expected to qualitatively impact on either analysis or results
.   

Breakdown of company sales (turnover), by geographic and industrial segment for the five corporate reporting year-ends within the period 31 December 1996 to 31 December 2000 inclusive was obtained from Datastream for our sample.  The SEDOL number allocated by the LSE was chosen as a unique firm identifier to facilitate data matching across firms, while for core industry matching, key to the Adjusted Value Measure (AVM) methodology, the 3-digit FTSE industry sub-sector code was utilized.  Consistent with Lins and Servaes (1999) we confine our sample to those non-financial firms listed on the FTSE All Share Index at March 2001, breadth of index serving to minimize survivorship bias concerns.  We further exclude firms with sales of less than stg£30m per annum, these selection criteria being applied annually so that firms are not necessarily included in our sample every year.  Our ‘broad sample’ thus comprises 495 firms, and when selected from the five-year period 1996 to 2000, contains 1,628 firm year observations, implying an attrition rate of 35% (34%) for individual firms (firm year observations overall) respectively
.   The AVM methodology requires that each firm year observation have an industry benchmark within the single-activity domestic category (NN), a difficult requirement to meet within the context of the UK market.  In any year, only those observations with at least 4 firm year observations in the NN category in that year formed the ‘restricted sample’, further reducing our original population of 1,628 to 337 firm year observations or approximately 21%.   Total sales, earnings before interest and tax (EBIT), long term debt, total assets, net fixed assets, capital expenditure, research and development expenditure, cash flow, market value, market to book ratio (MTB), volatility, shareholders funds, number of industry firms and SEDOL codes were obtained from Datastream for this ‘restricted sample’ for 1996 to 2000 inclusive.  We also obtain a measure of company age since incorporation for all firms in our sample
.   
Adjusted Value Measure (AVM)

Use of the AVM to adjust for industry characteristics in assessing the value impact of diversification is well grounded in the extant literature.  The limited number of single-activity UK firms necessitated an adaptation of the Bodnar et al. (1999) metric, and we benchmark our ‘restricted sample’ against their (NN) own core industry counterparts using the FTSE Global Classification industry sub-sector codes, and compute the following AVM metric defined as: 
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where: AVMit    = Adjusted Value Measure for firm i at time t

            MVEit   = Market Value of Equity for firm i at time t 

            BVL,t      = Book Value of Total Liabilities for firm i at time t 


            IVTA,it = Imputed Value of Total Assets for firm i at time t  

and a revised imputed value metric expressed as:
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where:        IVTA,it = Imputed Value of Total Assets for firm i at time t  

                        Sit,  = Annual Reported Sales for firm i, for year t 


           Mf,t = Industry multiplier for FTSE industry code f, at time t

and our industry multiplier term is:
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where:
Mft 

= Industry multiplier for FTSE industry code f, at time t

Median NN 
= median of the observations, in the NN category

MVEift  
= Market Value of Equity for NN category firm 

i ,within  FTSE industry code f, at time t 

            BVLift   
= Book Value of Total Liabilities for NN category firm i  within FTSE industry code f, at time t          

                         Sift 
= Annual Reported Sales within FTSE industry code f, for NN category firm i at time t 

The Bodnar approach requires a much broader benchmark population to provide the variety of segments required – the practical implication of our enforced revision is that we have a narrower range of industry classifications, which is feasible within the limitations of our UK sample of NN firms but sacrifices the high degree of granularity achieved for US studies which could exploit richer industrial classification data sources.

Our restricted population of firm year observations is split into four sub-groups of domestic single activity (NN), multinational single activity (YN), domestic multi-activity (NY) and multinational multi-activity (YY) observations.  The AVM metric is then computed according to Equation 1 for these sub-groups.  We report descriptive statistics for this sample of UK firms in Table One and AVM measures across diversification categories together with test statistics for differences within and between groups, in Table Two.   
Regression analysis
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Consistent with prior research in the area, we apply multiple regression analysis to explore the value impact (AVM) of corporate diversification, refining the Bodnar et al. (1999) methodology to include a control for systematic risk (Reeb et al. 1998), and utilizing R&D expense as a proxy for intangibles.  Our dependent variable (AVM) is measured relative to a domestic industry benchmark, following Bodnar.  Equation 4 describes our model: 
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where: 
       AVM  = Adjusted Value Measure

           
TD = Time-based dummy equal to 1 for year i, 0 otherwise (omitted for Yr 2000)

         
GEOG =Dummy equal to 1 for geographical diversification, 0 otherwise

       
INDUST = Dummy equal to 1for industrial diversification, 0 otherwise

            
 rSize = Log ratio of the firm’s Total Assets, to that of its industry multiplier 

   
 rLeverage = The difference between the firm’s book value of debt/market value of equity ratio, and that of its industry multiplier

                  
 rEBIT/Sales = The difference between the firm’s earnings before interest and tax to sales ratio, and that of its industry multiplier


rCapex/Sales = The difference between the firm’s Capital Expenditure/Sales ratio, and that of its industry multiplier

 
 rR&D/Sales = The difference between the firm’s R&D/Sales ratio, and that of its industry multiplier

 rVol = The log ratio of the firm’s volatility factor, to that of its industry multiplier.

The industry multiplier for all independent variables is essentially the domestic single-activity industry median value and is computed in a similar manner to the AVM metric, as follows:


[image: image5.wmf])

(

)

(

ift

NN

ft

X

Median

X

M

=

                     [5]

where:

       M(X)ft = Industry multiplier for regressor X for FTSE industry code f, at time t

             MedianNN = median of the observations, as defined, within the NN sub-group

      X’ift   = Regressor X for NN category firm i within FTSE industry code f, at time t 

RESULTS

Descriptive statistics on general variables

Table 1 presents descriptive statistics for the ‘restricted sample’, all variables other than rSize and rVol being industry relative metrics computed as per equation 5.  rSize and rVolatility are natural log based measures, so a value greater (less) than zero means the firm’s level is greater (less) than its industry multiplier or benchmark for that variable. Industry relative metrics are difference based, and since industry multipliers are calculated from the median values within the domestic single activity category (NN), median values for all such variables in the NN category equal zero.   We present both parametric and non-parametric tests of significance for difference of means (medians) respectively.

Table One about here

Multi-activity domestic (international) firms operate, on average, in two (three) different industrial segments, while geographically diversified firms operate in three different markets, on average.  Descriptors suggest that the largest firms in our sample comprise the category multinational, multi-activity (YY), where they are approximately seven times as large as their industry benchmarks. However there is no statistical difference in industry-adjusted size between those firms that only diversify along a single dimension i.e. YN and NY category firms are just over twice as large as their domestic single activity industry counterparts, on average. The rEBIT/Sales variable is noteworthy.  Industrially diversified groups, NY and YY have median values of rEBIT/Sales of -0.1 and -0.08 respectively and each is significantly different from zero, which suggests that after adjusting for industry bias, multi-activity is key to and has a significantly negative impact on performance.  Industrially diversified firms appear to be significantly more highly levered than their domestic single-activity counterparts.  They also invest significantly more in R&D and have significantly different capital expenditure ratios.  However there appears to be no systematic difference in variability of returns associated with geographic diversification.

Distribution of the AVM Measure Across Diversification Categories 

Table Two about here

Table 2 reports the AVM distribution across diversification category.   “iseg” represents the mean of the number of industrial segments and “gseg” represents the mean of the number of geographic segments, for the firms within each category
.   Median AVM metrics are insignificantly different from zero for both multinational categories, (YN, YY), suggesting that after controlling for industry bias, there appears to be no value impact in diversifying multi-nationally, whether from a single or multi-activity start point.  This is inconsistent with Bodnar et al. (1999) who identify a geographic diversification benefit of approximately 7%.   In addition there is weak evidence only of a significant value difference between firms that are single activity domestic (NN) compared to firms that are multinational multi-activity (YY), consistent with Bodnar et al, who report insignificant value differentials between domestic single-activity firms and those that are diversified along both dimensions.  For our sample, this provides an early indication that there may be offsetting benefits and costs associated with the different dimensions of changing corporate focus.  Domestic multi-activity firms (NY) have a negative and highly significant AVM of –0.587, indicating that such firms are highly discounted relative to their single-activity domestic counterparts and this effect is supported by both difference of means (medians) tests.   While similar in sign, this metric is substantially larger than the AVM reported by Bodnar et al. for their sample of US firms of –0.07, although that study was based on greater granularity in firm vis-à-vis industry benchmarking.   A core objective of the following “regression analysis” stage, is to introduce other variables that are known to impact on value, to obtain a more sophisticated measure of the independent UK value impact of geographic and industrial diversification.
AVM Regression Analysis Results

Table Three about here

The coefficient on our GEOG dummy variable which identifies firms that are diversified geographically, suggests a conditional 14% value discount for firms that operate both within and outside of their domestic environment, which effect is significant at the 5% level.   While inconsistent with recent evidence of a geographic diversification premium (Bodnar et al., 1998) our result is consistent with evidence of Fauver et al. (2002) of a diversification discount for diversifying firms characterized by a high-income domestic environment that offers solid shareholder protection and well-developed and integrated markets, such as the UK or US.   Fauver et al. do not distinguish between dimensions of diversification but the sense of their value impact story implicitly suggests a focus on firms that diversify outside of their domestic market.  Also inconsistent with both Bodnar and our AVM metrics reported in Table Two, we find no evidence of any significant industrial diversification discount.  Our findings are also inconsistent with evidence of Lins and Servaes (1999), though these authors utilize a benchmark, which is based on single-activity firms but does not control for geographic form.  Bodnar documents a substantial attenuation in the geographical premium for his regression model controlling for diversification form, but a relatively stable industrial discount.   Perhaps the most unexpected result is our finding of no industrial affect here, which although consistent with our theoretical development later and with evidence of Graham et al. (1999) that organic industrial diversification does not result in a decline in value, is at odds with Bodnar who reports an industrial diversification discount of approximately 7%.  Our control variable for systematic risk is negative and significant in the model, firms that diversify having significantly greater risk and in consequence lower value, ceteris paribus.  Bodnar’s analysis omits this influence on value and reports a significantly negative industrial value impact – the direction of association leads us to surmise that his industrial diversification discount may be overstated.  We believe a resolution of any remaining differential between his results and ours, the ’seeming diversification paradox’ lies in the range of industries covered for the UK market – our benchmarks are primarily concentrated in the “retail”, “restaurant and pub” and “house building” sectors, that are heavily represented in the single activity domestic firms in the UK.  Evidence that this narrow population of industries suffers a geographic diversification discount vis-à-vis their domestic single activity industry counterparts, is consistent with observational evidence that firms in these industries do not generally succeed in overseas diversification efforts
.   This suggests that our model may omit value influences such as demographic and cultural issues, which may become more acute as certain industries expand geographically. The disappearance of the industrial discount apparent in our AVM metrics also suggests that the value impact of decreasing corporate focus may be driven by other influences on value.  Specifically it appears unlikely that diversification per se destroys value, rather that there are characteristics of firms that diversify industrially that drive relative value.

PREDICTIVE MODEL FOR DIVERSIFICATION CHOICE

Campa and Kedia (2001) speak directly to the fact that firms choose to diversify, and Lamont and Polk (2002) explicitly recognize the endogeneity of the diversification decision when they examine the impact of exogenous industry shocks for diversifying firms.  Both our AVM and regression analyses discussed above suggest that there may indeed be characteristics of diversified UK firms that influence whether these firms are valued differently relative to domestic single-activity benchmarks, and might be sufficient to identify a priori which firms will decrease focus or expand geographically, conditional on the diversification decision.  We construct a binary choice model for the determinants of diversification choice.  The focus of our analysis is on the incremental explanatory value of industry sector considerations, we also consider the possibility that diversification choice could be influenced by concerns of market share within the domestic environment.  We build a performance metric into our story of diversification choice in light of our descriptors reported in Table One which indicate that diversification impacts on relative profitability, and we also take on board findings by Stolin (1999) that listing age has potential to explain the occurrence of particular corporate decisions.  Because of the non-linear nature of the LOGIT model we build up the overall picture of the determinants of diversification choice in stages.  This allows the incremental predictive value of the main variables of interest to be seen more clearly, and also allows the reader to assess the extent to which the parameters of the variables introduced at an early stage are sensitive to the inclusion of the later stage variables.  We base this decision choice model on the sample of UK single activity multi-national (YN) and domestic multi-activity (NY) firms at 31 December 2000 from our “broad sample”, to allow us focus on the determinants of either geographic or industrial diversification choice in isolation for the individual firms that appear in our sample.  In consequence our sample constitutes 109 firm observations of which 86 were geographically diversified and 23 were industrially diversified.  By design no firm was diversified along both dimensions
.

Drivers of Diversification Choice.   

A substantial literature has amassed and provides a rich bank of theoretical support for variables related to firms and their markets that might drive corporate value changes and in consequence we draw on the literature to motivate the firm characteristics that we utilize to model choice of diversification form.   Banz (1981) and Keim (1983) among others have documented the influence of firm size on market values and seasonal patterns in common stock returns.  The consensus in the literature is that size matters and frequently represents an important driver of corporate financial decisions.  Agency theory also informs the debate, Zwiebel (1996) speaks to the need to discipline managers through financing structure in order to limit their discretion to grow at any cost, while Stulz (1990) discusses the costs associated with such over-investment.  Thus firm size is likely to influence both the choice to diversify and consequent on that decision, the choice of diversification form.  Larger firms enjoy closer analyst following and are arguably under greater pressure to continue to deliver growth rates previously recorded and now expected by the market.  Such firms are likely to dominate their domestic industry sector and to be forced to look to overseas expansion to develop further their market share.  Alternatively, larger firms may already have influenced industry consolidation and further growth could equally be acquired by expanding into different activities within the domestic market, possibly through acquired rather than organic growth, so firm size could be positively associated with either diversification form.  To obtain a measure of relative Size, we use the log of market capitalisation [Size (MV)] at 31 December 2000 to control for the possibility of a non-linear effect of firm size, and recognize that the nature of its association with diversification probability is likely to be an empirical issue.  Total sales value may also motivate firms to diversify as firms with greater absolute sales revenue in a domestic environment might be expected to seek new markets for their established and successful product lines.  We therefore include Total Sales in our decision choice model and hypothesise that this metric will be positively associated with the probability of geographical expansion.  Stulz (1990) among others discusses the leverage-related conflicts and costs associated with over- and under-investment, while Hart and Moore (1995) discuss the disciplinary role of debt in curbing managerial excess.  Specifically leverage should be applied to mortgage both current and expected future cash flows if it is to be a sufficient constraint on managerial over-investment.  It is likely that managers of high cash flow generating, mature, established firms may have discretion to over-invest in value-destroying projects where organic growth options have been exhausted and we posit here that such firms are more likely to engage and/or to have engaged in defocusing investments, that is, to diversify industrially into new activities rather than to seek new markets for core products.  Leverage can serve to mortgage cash flows and thus minimize agency costs of over-investment for such firms.  Nevertheless Berger, Ofek and Yermack (1997) argue that issuing debt is a choice that managers would prefer not to make, they provide evidence that firms are sub-optimally leveraged and argue that in consequence leverage is unlikely to fully control such over-investment tendencies. We suggest here that above average leverage ratios may be indicative of firms that have chosen to diversify industrially, and we therefore include a leverage variable in our binary choice model, hypothesizing that highly levered firms are inherently more likely to diversify industrially than geographically, leading to a negative coefficient on this variable in our model.  We define Leverage as long-term debt scaled by total assets (LTD/TA%).
Stolin (1999) hypothesises that listing age has potential to explain event study and value impact effects, and argues that where a sample is unrepresentative of the general population in respect of age since initial listing, failure to control for that feature of the data may account for a portion of any abnormal value changes subsequently reported.  We might expect greater diversification activity by older firms, particular those that have substantial cash inflows, established markets and have built up a strong presence in their domestic environment, while very young firms are unlikely to have sufficiently established themselves or to have strong enough cash generating capacity to be able to afford substantial changes either in focus or in geographic reach.  Specifically established firms are likely to eventually exhaust organic growth options, to have built significant market share and may look to industrial diversification in order to support continued growth.  Listing Age is defined here as the number of years between initial stock exchange listing and the date at which we determine and seek to explain and predict diversification status, and we hypothesis that this age variable will feature negatively in the LOGIT model, older firms being more (less) likely to diversify industrially (geographically).  Research and development expenditure plausibly influences corporate investment decisions and we argue that firms with significant R&D outlays constitute high organic growth firms that are more likely to be developing core product ranges, to have ambitions to expand and scope to increase market share.  Organic growth might presuppose geographic expansion into new markets for product(s), so such firms are likely to consider expansion into overseas markets as a route to future growth.  We include R&D expenditure relative to sales (RD/Sales%) in our model and expect this variable to feature positively, firms with greater relative R&D expenditures being more likely to diversify on geographic dimensions.  Our descriptive statistics reported in Table One highlight the impact of performance on firm value in the diversification context, thus a decision choice model should incorporate a performance metric.  We consider both firms’ profitability (EBIT/Sales%) and market to book (MTB) ratios as possible metrics for performance, and include the latter variable as it is generally recognized as constituting a measure of managerial potential to create value.    

Lang and Stulz (1994) document evidence to the effect that industry characteristics inform importantly a firm’s decision to diversify, specifically firms that diversify tend to be in slow growing industries.  Lamont and Polk (2002) recognize the impact of industry on the diversification decision while our AVM and regression results constitute strong signals that sectoral considerations may be useful in explaining UK firms’ choice of diversification strategy.  Number of firms in an industry has potential to motivate firms to diversify – where an industry sector is characterized by a large number of firms it is likely to be more competitive and expanding firms are more likely to need to acquire growth externally to their domestic market. Campa and Kedia (2001) also recognize that industry characteristics significantly explain the probability of diversifying.  We hypothesise that where the number of industry firms in the domestic environment is large, the likelihood of needing to expand geographically to support continued growth is heightened, leading us to anticipate a positive coefficient for an ‘Industry Firms’ variable in our model, defined simply as the number of other firms in our sample firm’s domestic industry sector.  Of course, asset structure is likely to impact on the choice of diversification form.  Firms that are active in industrial areas that require significant capital investment may find it relatively less costly to branch out into new areas of production or service provision than to invest substantially in infrastructure in a new geographic location.  A rail network for example might be used in a variety of ways in a given location but the same network cannot be utilised in several locations simultaneously.  It must be replicated, so that significant capital investment might represent a barrier to geographic diversification.  We use relative investment in Fixed Assets, defined here as Total Fixed Assets scaled by Sales (FA/Sales), as a proxy for this barrier to geographic entry and hypothesise that firms with activities that require substantial relative fixed asset investment will be less likely to diversify geographically and more likely to expand their portfolio of services or products based on an existing capital investment, suggesting a negative coefficient for this variable in our decision choice model.

Our AVM results reported in Table 3 and discussed above, lead us to question the role of industry classification in the value additivity of corporate diversification in the UK context.  The extant literature suggests a general consensus with respect to the value impact of diversification, namely it suggests a positive (negative) geographical (industrial) effect, yet we report a significantly negative geographic effect and no systematic value destruction in consequence of industrial de-focusing.  Closer examination of the underlying industrial sector benchmarks reveals that a substantial number of our firm observations relate to firms within the retail and leisure industries where cultural and demographic influences might have a disproportionate role to play in the relative success of overseas expansion.  In light of the significant representation of such activities in our sample we include here a dummy variable (PRR) coded 1 for any firm observation in the retail or leisure industry and zero otherwise and posit that such a variable will have negative effect in our LOGIT model, firms within these sectors being less likely to diversify geographically if the marketability of their products or services overseas is subject to substantial uncertainty as a result of cultural preferences.  Following the asset composition theme, we also posit that firms for which significant infrastructural investment would be required for overseas expansion will be more likely to diversify their product or services portfolio in the domestic environment by diversifying industrially.  We include an additional dummy variable (Infrastructure) in our model, coded 1 for firms that operate in the heavy industry and transportation sectors and 0 otherwise, and hypothesise that this variable will feature negatively in the model, firms associated with these industries being less (more) likely to diversify geographically (industrially).

Model Estimation Method and Results

In our model yi, the value of the dependent variable for diversified firm i, is set equal to 1 if the diversification form is geographic and zero otherwise. Under the assumptions of the LOGIT model the conditional probability of yi being equal to 1, given the observed values of the independent variables, can be expressed as follows: -
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The probability of yi being equal to zero is (1-Pi).  Hence the likelihood function for the full sample can be expressed as: -

L = (yi=1Pi (yi=0 (1-Pi)

     [7]        

The maximum likelihood estimate of the vector, (, is generated by maximizing the log of L over the parameter space. The standard numerical LOGIT procedure in LIMDEP was used to estimate the parameter vector (see Greene (2000) Chapter 19 for details). 

Table Four about here

Our descriptors for the sub-samples of geographically (industrially) diversified firms reported in Table Four suggest some interesting differences in firm characteristics based on chosen form of diversification.  UK firms that diversify overseas are on average larger both in terms of total sales revenues and market value.  Equally they enjoy significantly larger market to book ratios, though they are significantly less levered and report lower EBIT.  Consistent with our priors, they invest significantly more in R&D and have lower capital expenditure ratios.  However there is no evidence of differential fixed asset or cash flow to sales ratios, nor do firms that diversify industrially differ significantly in terms of age.  Comparison of mean vis-à-vis median values for total sales, size and fixed asset ratios suggest that the sample of geographically diversified firms is characterized by a small number of firms with disproportionately high values for these metrics.

However, univariate analysis can yield limited insights, in particular it ignores possible interaction between variables which have potential to importantly inform any systematic influence on firms’ diversification choice.  We report results for our decision choice model in Table Five, building up our story of the characteristics of diversifying firms in three stages. 
Table Five about here

Our simplest model, results for which are reported in columns two and three of Table Five, characterizes diversifying firms on the bases of Total Sales, Size and Financial Leverage.  Clearly all three metrics are significant drivers of diversification choice.  Firms with greater sales revenues (leverage, size) are more (less) likely to diversify geographically.  The sales and leverage effects are consistent with our expectations and descriptors in Table Four.  The impact of size on diversification form was always likely to be an empirical issue, the direction of the association being theoretically ambiguous on balance.   However our leverage relation is consistent with agency arguments (and with our descriptors in Table 1), those UK firms that are more highly levered being those where agency related over-investment is manifest in a greater relative probability of industrial vis-à-vis geographical change in focus.   The choice of diversification form is incompletely explained by this narrow range of variables, our second model incorporates market to book ratio, age and R&D expenditure as independent variables and inclusion of these variables both enhances the explanatory/predictive power of the model as a whole and the percentage of actual diversification decisions correctly predicted for our sample.  Firm age appears to play no significant role in diversification choice, however the market to book ratio features positively, as does the R&D expenditure ratio, as we expected.  Higher R&D firms and those with higher market to book ratios are more likely to choose to diversify geographically having chosen to expand activities at all
.  

Our value impact analysis revealed a perverse negative geographic diversification impact, and an absence of any systematic industrial effect, which we rationalized in the context of the particular range of industries included in our AVM regression.  Specifically retail and leisure and infrastructure sectors dominate.  Our most complete model further incorporates dummy variables to represent on the one hand firms in the retail/leisure sectors (PPR) and secondly those likely to be infrastructurally based.  We also include variables to represent asset composition (Fixed Assets) and to represent the number of other firms within a diversified firm’s industry classification, a greater number of firms suggesting greater competition and in consequence less scope to expand domestically within a core range of activities.  The final two columns in Table Five report coefficients and significance indicators for these incremental regressors, alongside our existing explanatory variables.  Clearly these variables impact importantly on the model both in terms of their own power to explain and predict diversification form and on the significance of the model as a whole.  Number of industry firms is significantly positively related to the probability of geographical diversification as we expect, at the 5% level.  PPR features negatively, firms in these sectors being less likely to diversify geographically (consider the negative value impact) while Infrastructure also features negatively, those firms with high capital intensity being less (more) likely to expand geographically (industrially), consistent with our theoretical development and value impact analysis.  Our asset composition metric is of consistent sign and significance, though these two variables are not as highly correlated as one might have anticipated.  Because these latter firms can plausibly expand industrial focus (domestically) with relatively little incremental capital expenditure they may avoid the diversification discount usually associated with (over-investment) industrial diversification.  Inclusion of these variables strengthens our model as a whole, we now manage to predict 92% of diversification decisions for our sample as a whole, and predict a significantly greater proportion of industrial diversification choices (65%) relative to our simpler models.  Importantly our Size and Total Sales variables appear with greater significance now, although R&D is no longer important in our model and Market to Book is slightly less influential, while Leverage remains significant at the 5% level.  In light of the fact that our value impact analysis suggested that multi-activity is key to performance, we also considered an EBIT/Sales variable in the context of our decision choice model but its inclusion added nothing to model predictive power nor was the coefficient significant at any conventionally acceptable level.  However our Market to Book variable features significantly positively, and it is likely that this particular metric reflects managerial performance, more highly performing firms being more likely to diversify geographically, consistent with exploitation of valuable growth options and inconsistent with over-investment arguments
.  

CONCLUSION

The extant literature on corporate diversification reflects many insights and conversely several unanswered questions.  Indeed there appears to be a puzzle regarding the value impact of changes in corporate focus, and there is no general consensus as to the value impact of diversification choice.  We sought here to extend the body of international evidence, by evaluating the UK value impact of geographic and industrial diversification, applying the recent methodology of Bodnar et al (1999), controlling for both geographic and industrial forms and further refining the analysis by the inclusion of a control variable for systematic risk.  The narrow range of industry sectors represented by UK domestic single activity firms also necessitated an alternative specification of the AVM metric.  It was this latter characteristic of the UK equity market that most impacts our results and provides direct conflict with those of Bodnar.  Having controlled for industry and systematic risk influences we report a UK geographic diversification discount of 14% and no systematic negative value impact as a result of industrial diversification for our sample, which compares with a geographic (industrial) premium (discount) of 2.7% (6%) respectively reported by Bodnar et al. who omitted to control for the effect of diversification on systematic risk.  

In view of the fact that firms choose to diversify we proposed a decision choice model conditional on firms having made the decision to expand focus, which incorporated a variety of firm characteristics that were motivated both by the literature and by descriptors for our sample of firms.  Consistent with our priors and with theory we find significant Sales, Size, Leverage, Market to Book and Industry-related influences on the dimensions of diversification choice and our predictive model would have explained the actual focus-altering choices of our sample of firms with a high degree of accuracy (92%) over the study period.  The model, while highly significant as a whole, explains and potentially predicts the choice of geographic (industrial) diversification with lesser (greater) accuracy for our sample, so while we believe we can shed important light on the dimensions of diversification choice, our story for UK firms is incomplete at this time.  Our sample of industrially diversified firms behave as we expect in light of theoretical development, consistent with our findings of no negative value impact and with findings of Graham et al. (1999).  With respect to geographically diversified firms, theory and our model suggest that RPP firms for which cultural and demographic issues are likely to be most pronounced, should be less likely to diversify overseas.  However demographic and cultural influences remain for those firms that still choose to diversify overseas, even if such activity is ill-advised in light of our AVM metrics.  It seems clear that geographical diversification has been a rather unhappy experience for UK firms and we remain committed to our conviction that a resolution of the seeming “diversification puzzle” is grounded in sectoral and cultural/demographic issues.
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	Table 1: Descriptive Statistics for 'Restricted Sample' of UK Diversified Firms
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	  Single-Activity
	  Multi-Activity
	 
	 
	Test of Differences
	 
	 

	 
	 
	Domestic
	MNC
	Domestic
	MNC
	 
	 
	 
	 
	 
	 

	 
	Total
	(NN)
	(YN)
	(NY)
	(YY)
	(NN)-(YN)
	(NN)-(NY)
	(NN)-(YY)
	(YN)-(NY)
	(YN)-(YY)
	(NY)-(YY)

	Total Obs
	337
	145
	74
	30
	88
	
	
	
	
	
	 

	 
	
	
	
	
	 
	
	
	
	
	
	 

	Number of 
	1
	1
	2.533
	3.205
	 
	 
	 
	 
	 
	 

	Industrial Segments
	1
	1
	2
	3
	
	
	
	
	
	 

	Number of 
	1
	3
	1
	3.5114
	 
	 
	 
	 
	 
	 

	Geographic Segments
	1
	3
	1
	4
	
	
	
	
	
	 

	rSize
	 
	0.0023
	0.949
	0.797
	1.785
	-6.64
	-3.63
	-11.9
	0.64
	-5.2
	-4.46

	 
	
	0
	0.837
	0.828
	2.04
	0
	0
	0
	0.7769
	0
	0

	rLeverage
	 
	0.0453
	0.1213
	0.3407
	0.1247
	-1.77
	-3.97
	-2.27
	-2.66
	-0.07
	2.75

	 
	
	0
	0.0062
	0.1878
	0.0754
	0.2179
	0
	0.0049
	0.0002
	0.0964
	0.0025

	rEBIT/Sales
	-0.1262
	-0.0886
	-0.2114
	-0.1504
	-1.09
	1.33
	0.7
	1.89
	1.71
	-0.94

	 
	
	0
	-0.0269
	-0.0967
	-0.0791
	0.8595
	0.0032
	0.0044
	0.0035
	0.009
	0.3273

	rCapex/Sales 
	0.01305
	0.042
	0.001
	-0.00835
	-1.79
	0.44
	2.14
	1.34
	3.04
	0.34

	 
	
	0
	0.007
	-0.0157
	-0.00896
	0.3535
	0.0011
	0.0059
	0.0068
	0.0046
	0.2948

	rR&D/Sales
	0.0009
	0.00397
	0
	0.00323
	-2.7
	n/a
	-3.32
	n/a
	0.43
	n/a

	 
	
	0
	0
	0
	0
	0
	n/a
	0.0182
	n/a
	0.0098
	n/a

	rVol
	 
	0.00434
	0.033
	0.1508
	-0.0603
	0.17
	-1.18
	2.21
	-1.17
	1.49
	2.29

	 
	
	0
	0
	0.1823
	0
	0.9609
	0.2725
	0.0841
	0.3063
	0.1455
	0.0417

	See section 3.3 for details of "restricted sample" selection criteria and section 3.7 for the definition of each "industry relative" dependent variable.
	

	rSize and rVol are expressed as natural logs of the ratio of actual value divided by industry benchmark. The remaining rvariables are expressed as the  
	

	difference between the actual values and those of the industry benchmarks.
	
	
	
	
	
	

	The first row of each variable represents the mean, the second row represents the median. Between group significance of the means are tested 
	

	using the two sample t-test, the medians using the nonparametric Mann-Whitney test. 
	
	
	
	
	

	The t statistic is shown in the first row, the p-value of the Mann-Whitney test is shown in the second row for each variable.
	
	
	


	Table 2: Adjusted Value Measure - Distribution Across Diversification Categories
	

	
	
	
	
	
	
	
	
	
	

	
	
	 
	            Geographic Diversification
	 
	 
	
	

	
	
	 
	 
	 
	 
	 
	 
	
	

	
	
	 
	Domestic
	 
	 
	Multinational
	
	

	 
	 
	 
	(NN)
	 
	 
	(YN)
	 
	     Row Test Stats

	 
	 
	   Q1
	Median
	Q3
	   Q1
	Median
	Q3
	        (NN)-(YN)

	 
	 
	-0.241
	0.0155
	0.3319
	-0.6922
	-0.0742
	0.5928
	 
	 

	 
	 
	
	[0.347]
	 
	
	[0.75]
	
	 
	 

	 
	Single
	Mean 0.0351  (p=0.375 )
	 
	Mean  -0.0266  ( p=0.769)
	2-sample t-test p=0.536

	Industrial 
	Activity
	 
	N=145
	 
	 
	N=74
	 
	Mann-Whitney 0.4432

	 
	 
	iseg= 1
	 
	gseg= 1
	iseg= 1
	 
	gseg= 3 
	 
	 

	Diversification
	 
	 
	(NY)
	 
	
	(YY)
	 
	     Row Test Stats

	 
	 
	   Q1
	Median
	Q3
	   Q1
	Median
	Q3
	        (NY)-(YY)

	 
	 
	-0.888
	-0.587
	0.276
	-0.6625
	-0.1587
	0.5232
	 
	 

	 
	Multi
	
	[0.013]
	 
	
	[0.14]
	
	 
	 

	 
	Activity
	Mean -0.398  (p=0.009)
	 
	Mean -0.1168   (p=0.196)
	 
	2-sample t-test p=0.101

	 
	 
	 
	N=30 
	 
	 
	N=88
	 
	Mann-Whitney 0.1172

	 
	 
	iseg= 2.53
	 
	gseg= 1
	iseg= 3.2 
	 
	gseg= 3.5
	 
	 

	        Diagonal Test Stats
	           Column Test Stats
	 
	           Column Test Stats
	 
	Diagonal Test Stats

	          (NY)-(YN)
	 
	          (NN)-(NY)
	 
	          (YN)-(YY)
	 
	        (NN)-(YY)

	 
	 
	 
	
	 
	 
	
	 
	 
	 

	2-sample t-test p=0.032
	      2-sample t-test p=0.006
	      2-sample t-test p=0.48
	2-sample t-test p=0.126

	Mann-Whitney 0.0463
	 
	     Mann-Whitney 0.0032
	 
	     Mann-Whitney 0.4895
	 
	Mann-Whitney 0.0729
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	Where: AVMi,t    = Adjusted Value Measure for firm i at time t
	
	
	
	
	
	

	            MVEi,t   = Market Value of Equity for firm i at time t 
	
	
	
	
	
	

	            BVLi,t      = Book Value of Total Liabilities for firm i at time t 
	
	
	
	
	

	             IVTA,i,t = Imputed Value of Total Assets for firm i at time t (see equation 2 on p.14, for definition of IVTA) 
	
	


	
	
	Table 3: Adjusted Value Measure Regression
	

	
	
	
	
	
	
	
	
	
	
	

	
	
	 
	 
	 
	 
	 
	Full Population
	 
	

	
	
	 
	 
	 
	 
	 
	 
	 
	 
	

	
	
	 
	 
	 
	 
	 
	 
	 
	 
	

	
	
	Independent Variables
	 
	OLS
	 
	(t-statistic)
	

	
	
	 
	 
	 
	 
	 
	Parameters
	 
	p-value
	

	
	
	 
	
	
	
	
	
	
	 
	

	
	
	1996 Time Dummy
	
	
	
	-1.61
	*
	(-10.11)
	

	
	
	 
	
	
	
	
	
	
	0.00
	

	
	
	1997 Time Dummy
	
	
	
	-1.50
	*
	(-9.65)
	

	
	
	 
	
	
	
	
	
	
	0.00
	

	
	
	1998 Time Dummy
	
	
	
	-1.18
	*
	(-7.40)
	

	
	
	 
	
	
	
	
	
	
	0.00
	

	
	
	1999 Time Dummy
	
	
	
	-1.21
	*
	(-7.86)
	

	
	
	 
	
	
	
	
	
	
	0.00
	

	
	
	GEOG
	
	
	
	
	-0.14
	**
	(-1.95)
	

	
	
	 
	
	
	
	
	
	
	0.05
	

	
	
	INDUST
	
	
	
	
	-0.08
	
	(-1.19)
	

	
	
	 
	
	
	
	
	
	
	0.24
	

	
	
	RSize
	
	
	
	
	0.07
	*
	2.56
	

	
	
	 
	
	
	
	
	
	
	0.01
	

	
	
	rLeverage
	
	
	
	
	-0.79
	*
	(-7.54)
	

	
	
	 
	
	
	
	
	
	
	0.00
	

	
	
	rEBIT/Sales
	
	
	
	1.75
	*
	(7.61)
	

	
	
	 
	
	
	
	
	
	
	0.00
	

	
	
	rCapex/Sales
	
	
	
	1.23
	*
	4.08
	

	
	
	 
	
	
	
	
	
	
	0.00
	

	
	
	rR&D/Sales
	
	
	
	6.04
	
	(1.57)
	

	
	
	 
	
	
	
	
	
	
	0.12
	

	
	
	RVol
	
	
	
	
	-0.18
	*
	(-2.47)
	

	
	
	 
	
	
	
	
	
	
	0.01
	

	
	
	Number of Observations
	
	337
	
	 
	

	
	
	Adjusted R 2 
	
	
	
	45.40%
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Table 4: Diversified UK Firms at 31 December 2000 
Panel A: Descriptive Statistics by Dimension of Diversification

	Variable Name
	 Full Sample
	Geographically Diversified
	Industrially Diversified

	
	Mean
	Median
	Mean
	Median
	Mean
	Median

	Total Sales
	£0.874bn
	£0.222bn
	£0.908bn
	£0.178bn
	£0.75bn
	£0.354bn

	LTD/TA %
	20.54
	18.80
	18.45
	15.23
	28.36
	27.33

	EBIT/Sales %
	11.14
	11.16
	9.69
	10.17
	16.5
	13.01

	RD/Sales %
	17.31
	0
	2.18
	0
	0.05
	0

	CX/Sales %
	9.32
	4.25
	7.39
	3.75
	16.54
	6.14

	Cash Flow/Sales %
	7.48
	10.80
	9.46
	10.48
	7.49
	13.2

	FA/Sales 
	1.77 times
	0.19 times
	1.98 times
	0.18 times
	0.98 times
	0.29 times

	Market to Book 
	2.65 times
	1.87 times
	2.79 times
	2.08 times
	2.11 times
	1.53 times

	Size (MV)
	£2.591bn
	£0.281bn
	£2.782bn
	£0.253bn
	£1.877bn
	£0.433bn

	Age
	14.66 yrs
	12.82 yrs
	14.42 yrs
	13.06 yrs
	15.55 yrs
	11.06 yrs


Panel B: Comparison of Means for Independent Variables for Diversified UK Firms, at 31 December 2000: Geographical versus Industrial 

	Variable Name
	Geographical
	Industrial
	t-statistic

	
	Mean Values
	Mean Values
	(p-value)

	Total Sales
	£0.908bn
	£0.75bn
	-1.96*** (0.06)

	LTD/TA %
	18.45
	28.36
	2.62* (0.01)

	EBIT/Sales %
	9.69
	16.5
	2.25** (0.03)

	RD/Sales %
	2.18
	0.05
	-4.69* (0.001)

	CX/Sales %
	7.39
	16.54
	2.07** (0.05)

	Cash Flow/Sales %
	9.46
	7.49
	-0.84 (0.41)

	FA/Sales 
	1.98 times
	0.98 times
	-0.81 (0.42)

	Market to Book
	2.79 times
	2.11 times
	-1.67*** (0.10)

	Size (MV)
	£2.782bn
	£1.877bn
	-2.26* (0.01)

	Age
	14.42 yrs
	15.55 yrs
	0.41 (0.68)


Descriptive Statistics for diversified UK firms listed on the London Stock Exchange as on 31 December 2000, by diversification type.

The data are taken from Datastream Advance.

Full sample is 109 firm observations of which 86 were geographically diversified and 23 were industrially diversified.  No firm was diversified along both dimensions.

Test statistics are for 2-tailed tests of the hypothesis of equal mean values.

*, **, *** indicates significance at the 1%, 5% and 10% levels respectively.

Table 5 Logit Estimates and Probability Values for Full Sample of

UK Diversified Firms at 31 December 2000

	Variables
	Coeff.
	p-value
	Coeff.
	p-value
	Coeff.
	p-value

	
	
	
	
	
	
	

	Constant
	3.731
	0.003*
	4.94
	0.06***
	3.332
	0.07***

	Total Sales
	0.003
	0.041**
	0.006
	0.073***
	0.0001
	0.001*

	Size
	-0.34
	0.095***
	-0.81
	0.038**
	-0.776
	0.01*

	Leverage
	-2.55
	0.037**
	-2.159
	0.049**
	-2.013
	0.021**

	R&D
	
	
	0.008
	0.10***
	0.00097
	0.25

	Market to Book
	
	
	0.47
	0.026**
	0.3669
	0.07***

	Age
	
	
	0.91
	0.162
	0.67
	0.134

	Fixed Assets
	
	
	
	
	-0.629
	0.03**

	PRR
	
	
	
	
	-2.789
	0.03**

	Infrastructure
	
	
	
	
	-4.39
	0.001*

	Industry Firms
	
	
	
	
	0.611
	0.05**

	

	% Predictions
	

	Geographical
	17%
	22%
	65%

	Industrial
	81%
	93%
	98%

	Total
	68%
	78%
	92%

	

	Measures of Fit
	

	Effron R2
	0.155
	0.295
	0.54

	Χ2
	17.71***
	21.89**
	55.68*


Full sample is 109 firm observations of which 86 were geographically diversified and 23 were industrially diversified.  No firm was diversified along both dimensions.

*, **, *** indicates significance at the 1%, 5% and 10% levels respectively

All independent variables are as defined in Sections 3 and 5
NOTES






















� EMBED Equation.3 ���






































� EMBED Equation.3  ���





� EMBED Equation.3 ���





� Campa and Kedia (2001) address centrally the endogeneity of the diversification decision, and provide evidence of self-selection and of a negative correlation between firm value and a firm’s choice to diversify.


� This international study includes Japan, where firms primarily report financial results for the year ended 31 March, unlike the UK where firms primarily use a 31 December year-end.  Though not directly addressed by Lins and Servaes (1999), 1993 appears to have been omitted to avoid cross over periods, 31 March being used as the reporting date for the 1992 Japanese sample.


� Rajan et al. (2000) highlight the problem of inconsistency in annual reporting of business segment data and SSAP 25 provides scope for strategic segmental changes that are a matter of reporting rather than fundamental changes in business focus.  However directors are more likely to make strategic changes to the degree of diversification rather than to report diversification (none) where it does not (does) exist. 


� An included firm may have less than five firm year observations where either the SSAP25 10% threshold was not met, directors exercised discretion in disclosure on grounds of potential prejudice to firm interests, the firm was not publicly listed for the 5-year period, the turnover or financial services test was failed or the firm had not yet filed financial statements for a reporting date falling within the calendar year 2000.


� Computing variables based on calendar year end data rather than on firm specific year end data can give rise to a distortionary mis-match between market values and accounting data (Bodnar et al. 1999) however it ensures comparability in firm value measurement.  Bodnar notes that use of firm-specific year-end market values has no qualitative impact on their findings.


� One would expect median values for the domestic single activity firms to be 0 rather than the 0.0155 reported, although this median is insignificantly different from zero.  We recognise the possibility of some minor measurement error here.


� Some examples include Marks and Spencers’ failed attempts to expand into the US and European markets, Conran’s failure to export his restaurant business to the US and the very limited success of UK property developers in the US second-home market.


� The main difference between our broad and restricted samples is that our restricted sample has a higher number of NN firms, which constitute the benchmark for our computation of the diversification value impact, that is, AVM metrics.


� R&D and MTB ratios are likely to be positively correlated, firms with significant intangibles frequently trade on high P/E and MTB ratios.  The correlation between these two variables was 0.1774 for our sample.  We alternatively dropped either variable, which action had little qualitative impact on our coefficients, and including both variables enhanced explanatory power of the model as a whole.  An interaction variable was included, but it added nothing to any of the models examined, so we report results for analyses, which exclude this interactive variable.


� Despite significantly greater average and median capital expenditure ratios for industrially diversified firms, a CapEx metric contributes nothing in terms of predictive power to our LOGIT model.  Equally a cash flow metric has no significant explanatory power despite the argument that mature cash cow firms are obvious candidates for agency-related over-investment.  It is possible that our leverage variable is informative here, those firms that are deemed more likely to diversify industrially being characterized by significantly greater leverage.
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