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Abstract 
This paper investigates an important issue in financial markets: the market 

discipline. A theoretical model based on the option price theory is developed to 
verify if the spreads at launch of subordinated bonds could be used as a tool for the 
market discipline. It is worth emphasizing that insurance companies are greatly 
collecting capital in last years by using unsecured subordinated debt, due to their 
regulatory requirements and to the pressure on available capital from financial 
analysts. The model presented is also tested on a sample of subordinated issues in 
Europe by using both classical regressions and a newer method to deal 
simultaneously with categorical and quantitative variables, without the usual loss 
of information implicit in the statistical treatment of mixed predictors. The results 
are quite supportive of the predictions of the model. The findings could have 
significant implications in the assessment of the future solvency system in Europe, 
still in search of tools for increase the market discipline.  

 
1. Introduction  
The question of whether private investors can or cannot discriminate between 

different risk profiles of insurance companies is gaining importance in financial 
markets. This key issue is often indicated as “market monitoring” and it is included 
in the wider topic known as “market discipline” (see Bliss and Flannery 2001 and 
Bliss 2001). Market discipline is the process whereby financial markets 
participants produce value-relevant information able to discipline financial 
institution’s management behaviour (see Lane 1993). On the other hand, market 
monitoring is the process whereby investors correctly understand changes in a 
firm’s risk profile and incorporate those assessments into the firm’s security prices.  

In order to introduce or improve the market discipline process, it is relevant to 
identify which signals are able to differentiate between risk profiles.  

What kind of signals financial market participants could use to investigate the 
risk profile of the insurance companies?  

In these last years insurance companies are raising their regulatory capital by 
issuing unsecured subordinated debt, due to the pressure on available capital and 
on optimization form financial analysts  

From a theoretical point of view subordinated debt prices (or their yields at 
launch) would give better information than other financial instruments (e.g. stock 
prices) mainly for two reasons. First, the payoff of structure of subordinated debt 
aligns the incentives of subordinated debtholders and the regulators. Second, 
several authors2 found some evidence that yields include better information than 
usual accounting variables on the risk profile of the issuer.  

Thus subordinated bonds have been deeply studied in the banking industry since 
“Market Discipline” represents the third pillar of the Basel II Accord.  

However, two important weaknesses have been also indicated against their use 
as relevant indicators for market discipline. First, nowadays the market seems to be 
                                                 
2 See below for an essential literature review on these authors. 
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illiquid and inefficient because of the small number of buyers and sellers relative to 
equity market. Second, subordinated bonds usually incorporate different and 
several option features, affecting the spreads at launch.  

Yet, the market is quickly growing since financial institutions (banks and 
insurance companies) can use subordinated bonds for raising regulatory capital. 
Furthermore, option features tend to be more and more similar, greatly improving 
comparisons.  

This paper investigates whether subordinated yield spreads at launch are 
sensitive to the insurer’s risk profile. This issue will be analysed both for 
supervisory features and for investment management purposes.  

Supervisors are interested in finding some tools to enhance the market 
discipline of financial institutions. Investors are in continuous search of relevant 
indicators to support their investment strategies, especially when they invest in 
complex institutions (e.g. insurance companies).  

The question here investigated is whether the theoretical behaviour of 
subordinated yield spreads (the most common type of uninsured debt), well evident 
in a Merton model framework and deeply studied in the banking industry, could be 
extended to the insurance industry. Hence, the first question to be investigated is 
whether yield spreads are a meaningful forecast of the risk profile of insurance 
companies. Alternatively, the analysis focuses on market monitoring by examining 
whether private investors price European insurers’ issues according to the risk 
profile of the issuer. 

The risk sensitivity of spreads at launch is tested by analysing the statistical 
relationship between the primary market spreads of a sample of subordinated debts 
(issued during 1998-2004) and several measures of risk (externally provided, i.e. 
ratings, and internally calculated, i.e. financial ratios) of European insurance 
companies.  

Such relationship, if significant, could be used by supervisors in their decision-
taking processes.  

A strong inter-relationship could be useful for policyholders as well. It would 
drive policyholders’ decisions in the presence of riskier companies, for example 
raising elapsations (life) or reducing renewals (non-life). 

Furthermore the significance of this relationship could be helpful in the 
presence of safety nets or guaranty funds. The contribution paid by the insurance 
companies could be linked to an indicator that sums up relevant information 
concerning the risk profile of the insurer.  

It also worth emphasizing that the “Market Discipline theorem” could be 
viewed as an extension of the classical problem of agency costs, well studied since 
(Jensen and Meckling, 1976 and Jensen 1986). The issue of debt could be 
associated with  time-inconsistent incentives and attendant increased risk-taking. In 
the presence of risk-sensitive lenders (deposit-holders or policyholders, 
shareholders bear the expected costs of these distorted incentives, thus motivating 
firms to accept risk-taking restrictions and otherwise reduce agency costs. In the 
case of banks or insurance companies, if the demand is risk-sensitive, thus financial 
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institutions receive less favourable conditions on contracts (e.g. higher yields on 
bank deposits or lower prices on insurance contracts). An increase in the 
insolvency risk should hence produce a loss of customers (borrowers) and worse 
conditions on contracts. Those consequences should motivate managers to reduce 
risk-taking behaviours. 

Furthermore if the customer demand is risk-sensitive, another factor should be 
taken into account. In case of deterioration of the soundness a potential loss of 
“franchise value” should motivate managers to preserve the investments made in 
building reputation and customer base. 

The reminder of the paper is organized as follows. Section II provides a short 
literature review on subordinated debt, their risk sensitivity and their potential use 
to improve market discipline in the banking sector. Section III develops a financial 
framework for the valuation of subordinated debt. Section IV describes the data 
sources and summarizes sample characteristics. Section V discusses empirical 
results. Section VI concludes.  

 
2. Literature Review 
Some previous papers, even though referred to the banking industry, are here 

considered because they explain the payoffs of subordinated debts by using the 
Merton model (1974) and the contingent valuation framework developed by Black 
and Cox (1976).  

Furthermore subordinated debt yield spreads of banks had been under 
investigation as a sufficient measure of default risk. Those studies can therefore be 
used as starting point, at least for their methodology. For banks, empirical evidence 
on this issue can be divided in two families: 

1. authors who found significant relationship between yield spreads and risk 
profile (among others see Flannery and Sorescu 1999; Evanoff and Wall 2000 and 
2003; Sironi 2001 and 2003). 

2. researchers who found a weak relationship, too often affected by several 
external factors such as individual instrument characteristics, poor market, 
liquidity, investors’ risk aversion and fluctuations in the market price of risk 
(Hancock and Kwast, 2000; Bliss and Flannery, 2000; Birchler and Hancock, 
2003). 

According to evidence of the first family, some authors advocated mandatory 
issuance of subordinated debt instruments by banks (for a review of proposals see 
Kwast et al. 1999); others would use such a spread as an early warning signal and 
as a trigger for prompt corrective actions. The second family proposed a composite 
system of signals to stimulate “good” decisions by management.  

Nevertheless, no works have been presented in the insurance industry to test the 
relationship between risk profile and yield spreads. Thus, this would be the first 
one, encouraged also by the wide debate on market discipline in the insurance 
market developed around the new European solvency regime to be set up.  

The Solvency II project includes a special section for market discipline, but the 
Board is still seeking significant indicators for investors and stakeholders in 
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general. Researchers (see Harrington 2003) have already distinguished between 
investors-driven market discipline and customer-driven market discipline. The 
former has been primarily concentrated on the relationship between risk and 
reward, while the latter, deeply studied in the last decade, focuses on the 
relationship between demand of insurance and insolvency risk of the insurance 
company.  

Investor-driven market discipline studies assumed an insurance company with 
equity and technical provisions as the only two sources of funds. Thus, the trade-
off between risk and reward has been well studied only in the case of 
equityholders. Recently insurance companies have significantly raised their funds 
for regulatory purposes by increasing the issues of uninsured subordinated debt. 
What we can know from the prices (in particular yield spreads at launch) of these 
issues? Are they effectively sensitive to the insolvency risk? Are these spreads 
meaningful for the investor-driven market discipline? 

On the other hand, the put default value (or the financial value of technical 
provisions) is the first candidate for customer-driven market discipline, since the 
riskier the insurance company (the higher the value of the put default option) is, the 
lower the demand of insurance coverage should be. This result about demand of 
insurance has been under investigation in numerous papers. Among others 
Cummins and Sommers (1996) introduced this relationship and provided empirical 
evidence on this issue by testing their theories on 142 US insurance companies 
between 1979 and 1990. Sommers (1996) analysed the relationship between prices 
of insurance contracts and firm’s risk by using the same sample as in Cummins and 
Sommers (1996). He found a significant inverse relationship between prices and 
insolvency risk and advanced the evidence of customer-driven market discipline 
referred to prices. Phillips, Cummins and Allen (1998) achieved the same 
conclusion by testing the hypothesis of inverse relationship on ninety publicly 
traded insurance companies for the time period 1988-1992. These results are 
supportive of the hypothesis that prices of insurance contracts are inversely related 
to default risk and are therefore meaningful for policyholders. Rees, Gravelle e 
Wambach (1999), following these studies, proposed a wider disclosure of the risk 
profile of the insurance companies to improve the market discipline in the 
insurance industry. Nevertheless, these results seem to be more theoretical than 
empirical since policyholders are supposed to have all relevant information about 
the solvency of the insurance company. In the real world this is seldom the case 
and, for this reason, researchers are still searching significant signals for residual 
stakeholders. Ratings (provided by A.M. Best) have demonstrated to be good 
indicators for customer-driven market discipline (see Harrington and Epermanis 
2000) because the growth rate of premiums increases following an upgrading and 
decreases following a downgrading. Thus, the demand of insurance seems to be 
risk-sensitive to the insolvency risk. The evidence of a customer-driven market 
discipline is also supported by the empirical evidence provided by Zanjani (2002) 
for life companies. He found a strong association between increases in company 
risk and increases in voluntary termination of policies. However, Zanjani 



 6 

investigated the effects of guaranty funds and found only weak evidence that 
policyholders’ preferences are affected by the protection provided at the level of 
the state3. Nevertheless, researchers have also demonstrated that A.M. Best ratings 
are poor explanatory variables for insolvency predictions (among others see 
Ambrose and Seward 1988 and Ambrose and Carroll 1994). This result is against 
the hypothesis of customer-driven market discipline strictly related to the insurance 
ratings. Epermanis and Harrington in 2005 improved their previous work by 
including group variables. They found a decline in the written premiums in the year 
of and following rating changes. This decline is more evident in commercial lines 
than in personal lines due the lower level of guaranty protection, typical of the 
commercial business. 

For all those reasons both investors and policyholders are continuously seeking 
new indicators to take into account in their decisions. As stated before, yield 
spreads have proved to be significantly correlated to the risk profile of banks. Do 
these spreads have the same explanatory power in the insurance industry? Is the 
relationship between spreads at launch and risk profile of insurance companies 
significant? 

The statistical analysis in this paper will extend the existing literature in two 
directions. First, the empirical analysis will be aimed at testing whether primary 
yield spreads rationally differentiate among risks taken by insurance companies. 
Second, the empirical analysis is conducted by using a newer statistical method 
(namely CATREG) whose aim is to deal with categorical and quantitative variables 
at the same time, without affecting the explanatory power of these variables.  

 
3. The Valuation of Subordinated Debt 
Subordinated debt can be analysed as a special form of corporate liability, with 

final payoffs dependent upon the asset value. The model here developed is derived 
by Black and Cox (1976), based on the pricing of multiple classes of debt. 
However, the model introduces a capital structure with multiple debt claims by 
adding subordinated debt.  

The capital structure of the insurance company consists of equity (E) and two 
types of liabilities: a) technical liabilities (TL); b) subordinated debt (S).  

Debt claims are assumed to have the same maturity and to be differentiated only 
by their priorities. Thus, in the case of insolvency, technical liabilities are the first 
to be repaid (senior) whilst subordinated debt (junior) will be liquidated just before 
the equity. The payoffs of different claims depend on the asset value at the maturity 
of this claim.  

Therefore, recovering the Merton model, three situations can be distinguished.  

                                                 
3 Zanjani (2002) provided two explanation to this evidence: 1) the strength of the guarantee 
at the level of the state may be perceived as weak relative to the federal one offered by 
FDIC for banks; 2) guaranty funds for insurance companies were enacted within the past 
several decades, while FDIC appeared in the 1930’s. It may take some time for include this 
protection in the decision-taking processes of policyholders.  
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1) if the asset value at maturity is greater than the sum of TL and S (A 
> TL + S), policyholders and debtholders get repaid in full and equityholders 
receive the residual (positive) amount; 

2) if asset value at maturity is greater than technical liabilities TL but 
lower than the sum of technical liabilities and subordinated debt (TL < A < S + 
TL), then policyholders get repaid in full and subordinated debtholders receive the 
residual amount (A – TL) suffering a loss (S – (A – TL)); 

3) if asset value at maturity is lower than TL (A < TL), policyholders 
receive an amount smaller than the total outstanding technical liabilities with a 
substantial loss (A – TL).  

Clearly situations (2) and (3) indicate the insolvency status of the insurance 
company. Nonetheless situation (2) do not require an intervention provided by the 
guaranty fund since policyholders are repaid in full and subordinated debtholders 
suffer some losses, whilst situation (3) requires the intervention of the guaranty 
fund. 

Assuming the limited liability, the value of equityholders’ claims (E), 
subordinated debt claims (VS) and policyholders claims (VTL) can be therefore 
written as: 

 
( ) [ ] 0ATLmax�rexpTL TL ) min ( AVTL ;; −−⋅−⋅==   (1) 

 
      ;;  0 ]    S) TL( Amax [ min VS −=    (2) 

 
 0 )S ) (TLmax ( AE ;+−=     (3) 

 
Table 1 sums up the payoffs to different claimants for various asset values (A) 

at maturity.  
 
Table 1: Contingent Payoffs for Different Asset Values at Maturity Date �  
 A > TL + S TL <A< TL+S A < TL 
Technical Liabilities 

(TL) 
TL TL A 

Subordinated Debt 
(S) 

S A – TL 0 

Equity (E) A – (TL + S) 0 0 
 
Equation (1) decomposes the value of the insurance liabilities in the present 

value of the nominal discounted insurance liabilities minus the well known put 
default (or insolvency) option.  

Table 1 and equation (2) show that the payoff of the subordinated debt S is 
similar to the payoff of a bull spread and therefore it can be easily decomposed in a 
combination of two call options: 
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a) a call option (C1) bought from policyholders on the asset value and exercise 
price equal to the value of technical liabilities (TL); 

b) a call option (C2) sold to equityholders on the value of assets with the exercise 
price equal to the financial value of total liabilities (TL+S).  
 

   ( ) ( )( )LSLS rrSTLACrrLTACV ,,,,,,,,,, 21 τστσ +−=   (4) 

 
where TL is the nominal value of the technical provisions, S is the face value of 

the subordinated debt, A is the market value of the assets, r is the risk-free rate, rL 
is liability growth rate, (τ=T-t) is the time to expiration, σ is the insurer’s risk 
parameter, σS is the insurer’s risk parameter with subordinated debt4.  

The decomposition in two call options is very useful to understand some 
important relationships between variables. It is worth emphasizing that such 
relationships are verified if and only if the basic assumptions of the Black&Scholes 
Model (hereinafter BSM) hold. Particularly the BSM assumes that a) the price of 
the underlying assets moves in a continuous fashion; b) interest rates are known 
and constant; c) the variance of the underlying assets is constant and not time-
varying; d) no market imperfections (no transaction costs, no taxes, short sales are 
allowed, therefore it is always possible to build up a replicating portfolio for the 
option under valuation).  

If the BSM assumptions are verified it is easy to derive a risk-neutral valuation 
of the subordinated debt. If such assumptions are not verified, relationships hold 
only asymptotically.  

Using this decomposition and assuming that the basic assumptions of the BSM 
hold, the risk-neutral value of the subordinated debt (VS) can be written as follows: 

( )[ ] ( )( )[ ])N(drrexpS)(TL)N(dA)N(d�)rrexp(TL)N(dAV S
2L

S
2L1S 1

⋅⋅−−⋅+−⋅−⋅⋅−−⋅−⋅= τ
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where  
 

τσ

τσ

⋅
�
�
�

�

�
�
�

�
⋅
�
�

�

	






�

�
+−+�

�

	


�

�

=
2

ln
2

1

Lrr
TL
A

d

  τσ ⋅−= 12 dd  

 

τσ

τσ

⋅
�
�
�

�

�
�
�

�
⋅
�
�

�

	






�

�
+−+�

�

	


�

�

+
=

S

S
L

S
rr

STL
A

d
2)(

ln
2

1

  τσ ⋅−= S
SS dd
12

 

 

                                                 
4 See below for a detailed description of the risk parameters.  
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and σ2 ��is the insurer’s risk parameter (Euro-value denominated) without 
subordinate debt ( ρσσσσσ TLATLA 2222 −+= )5, 2

Sσ ��is the insurer’s risk parameter 
with unsecured subordinated debt 
( TLSTLSSASATLATLASTLAS ,,,

2222 222 ρσσρσσρσσσσσσ +−−++= ), τ is the time 

to maturity of the two call options, N(.) is the univariate cumulative normal 
distribution and r is the risk-free rate (held constant) and rL is the liability and 
subordinated debt growth rate6. 

After some algebra, equation (5) can be rewritten in terms of spread between the 
yield to maturity on S (r*) and the risk free rate (r). Dividing equation (5) by the 
nominal value of the subordinate debt discounted using the risk-free rate 

( ))exp( τrS −⋅  and assuming that VS is equal to the face value of S discounted 

using a proper rate ( ))exp( *τrSVS −⋅= , the spread at launch can be written as 
follows. 

 

( )( ) ( )( ) ( )

τ

ττ


�
�

�
�
�
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�
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2121
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STL
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TL
dNrr

S
A

rr    (6) 

 
If the subordinated debt is valuated at launch, the time to maturity (τ) can be 

replaced by T and the spread (r* - r) is the primary spread.  
Equation (6) is useful to highlight important relationships between spreads at 

launch (if τ = T) and assets, technical provisions, nominal amount of subordinated 
debt issued and volatility7 of the firm, with and without the issue of subordinated 
debt.  
                                                 
5 The risk parameter (σ) used is derived by Sommer (1996) and Cummins and Sommer 
(1996). In this notation σA, σTL and σS are the instantaneous standard deviations of assets, 
technical liabilities and subordinated debt, and ρA,TL, ρA,S and ρS,TL are the instantaneous 
correlation coefficients between growth rates of assets and technical liabilities, between 
assets and subordinated debt and between subordinated debt and technical liabilities.  
6 Notice that in this model the growth rate is the same for the two different types of 
liabilities. A more structured model could involve different growth rates. This is a field for 
future research. 
7 Notice that the in the standard Merton model the volatility (σ) in equation (5) is referred 
to assets and not to the overall firm, as in this model, or to the equity, as in the standard 
Black & Scholes formula. In the real world the volatility of the equity is observable and the 
volatility of assets can be obtained by using hedging arguments. Defining ∆ as the hedge 

ratio, the volatility of assets is 
∆⋅

⋅=
A

E
EA σσ . Recovering the ∆ of a call option from 

the option theory, the volatility of the assets is expressed as 
)( 1dNA

E
EA ⋅

⋅= σσ . 
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Spreads are inversely related to the asset value. The higher the assets the lower 
the spreads to be paid to debtholders at launch. 

It is straightforward to verify that spreads are directly related to the amount of 
the issued subordinated debt and to the amount of technical liabilities. This 
evidence is consistent with the financial theory since the higher the amount of the 
outstanding subordinated debt is, the riskier this type of uninsured debt should be. 
Moreover the riskier the subordinated debt, the higher the yield to maturity (and 
therefore larger spreads at launch) requested by financial market participants. 
Nonetheless this theoretical rule could be not so strong because of the liquidity 
effect. A bigger issue of subordinated debt can reduce the liquidity premium 
requested by investors. 

Finally there is a direct and strong relationship between the insurer’s risk 
parameters (σ, � Sσ �) and the spreads to be paid. Highly volatile investments require 
significant increase in the spreads to be paid to debtholders8. Similarly, an 
insurance company deeply concentrated on volatile business lines (e.g. commercial 
liability) is perceived riskier than a property insurance company. Yet, the issue of 
particularly volatile subordinated bonds, for example due to the presence of 
callable options in an increasing interest rates environment, can greatly affect the 
spreads at launch. 

 
4. Data, Research Methodology and Models  
4.1 Description of Data 

According to the Merton theory, spreads at issuance are a function of: 
1) characteristics of the issues (listed below);  
2) risk profile of the insurance company (issuer);  
Characteristics of the issues, included in the dataset are:  
� amounts which affect secondary market liquidity (measured as the log 

of the euro value); 
� years to maturity; 
� the presence of callable options; 
The risk profile of the issuers has been investigated by including the following 

explanatory ratios:  
� capital ratio in the year of issuance (Surplus/ Net Written Premiums); 
� technical profitability measured as: Balance on General Technical 

Account divided by Net Written Premiums; 
� ROE, identified as a proxy measure of profitability.  
� Ratings of the issuers provided by S&P and Moody’s . 

                                                 
8 As noted by Phillips, Cummins and Allen (1998) – pg. 7 – this is an effect of the limited 
liability. With the unlimited liability assumption, policyholders always receive the full 
value of their claims. Thus, the investment strategy does not affect the value of the 
technical provisions. They noted that this result is a type of insurance Modigliani-Miller 
theorem.  
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These ratios are used since insurance economists, supervisors, and financial 
analysts believe them important in predicting the likelihood of insolvency of an 
insurance company, even though they are not fully risk sensitive (see Dickinson et 
al. 2001 and more recently Natale 2003). 

The log of the total firm assets is also added to test if the size effect can improve 
the explanatory power. The rationale for this effect is basically due to two factors: 

1. more information is usually available for bigger insurance companies;  
2. the technical profitability is more stable due to the law of large numbers. 
S&P and Moody’s issue ratings and A.M. Best’s Ratings, even though well 

diffused in the insurance industry, has not been used since they are available only 
for some issues.  

Several datasets of spreads, ratings and accounting measures of insurance risk 
have been used to set up a unique sample of subordinated notes issued during the 
1998/Q1 – 2004/Q3 period and related characteristics of the issuers. In particular, 
four main sources provided essential data to explain the variability of spreads: 

1. Bondware provides data for subordinated debt issues (spreads at issuance, 
ratings, amounts, issuer, issuer specific industry, debt type, currency, dollar value, 
offer date, maturity date, years to maturity, yield to maturity, detailed report text). 
Moody’s Issuer Ratings and S&P Issuer Ratings, which omit the influence of 
government (if any) and other external support (e.g. guaranty fund for debt holders) 
are used as insurance risk proxies jointly with accounting variables.  

2. A.M. Best’s Insight Global and ISIS are the natural sources for accounting 
variables. A. M. Best’s Insight Global is a detailed database of all insurance 
companies worldwide (10,333 insurance companies). It provides balance sheet data 
for the insurers with subordinated debt. Unfortunately it is deeply concentrated on 
the US insurance industry (5,365 insurance companies) and thus, the lack of data is 
filled by using ISIS. The latter is another database of all insurance companies 
worldwide (over 5,400 insurance companies).  

3. DataStream is the source for national and European yields of risk-free bonds 
(i.e. government debt). Risk-free rates are the yields to maturity of government 
bonds with a similar maturity denominated in the same currency. For maturities 
longer than 30 years, including perpetual issues, the 30-year bond is considered9.  

A total of 68 issues met the above criteria. Nevertheless seven issues have been 
eliminated since they were issued with a convertible option. This call option on the 
equity of the issuer greatly affects the spreads at launch, therefore the comparisons 
become no longer suitable. Other six issues have been eliminated because the 
issuers presented anomalous values for the financial ratios (outliers) or “not 
available” data in the required fields.  

Table 2 summarizes the main statistics of the dataset. The distribution for each 
class of rating is reported in Fig 1. Notice that each issue is rated by S&P rating, 

                                                 
9 In most European countries the maturity of 30 years is the longest available and therefore 
the 30-year bond is the natural term of comparison even for longer maturities. 
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while it is not the same for Moody’s. Thus, a lack of information in the use of 
Moody’s rating should affect regression results.  

 
Table 2: Summary Statistics 

Variables N Mean Std. Dev Min 25% Median 75% Max 
SPREAD 55 0,015 0,006 0,004 0,010 0,014 0,018 0,032 
Log_Subordinated_Issue 
(Amount) 55 13,042 0,808 10,127 12,559 13,122 13,528 14,914 
Maturity (Matu) 55 24,691 5,398 10,000 20,000 22,000 30,000 35,000 
Log_Assets (Size) 55 18,303 1,474 15,137 16,919 18,395 19,386 20,664 
Capital_ratio 55 0,815 1,002 0,195 0,280 0,605 0,910 5,561 
Technical_Result 55 0,015 0,273 -0,751 -0,088 -0,018 0,054 1,154 
ROE 55 -0,003 0,310 -1,315 -0,037 0,062 0,126 0,871 

 
Fig. 1 Number of S&P and Moody’s ratings 

A- A A+ BBB- BBB BBB+

S&P

0

5

10

15

20

25

Fr
eq

ue
nc

y

S&P

A1 A2 A3 Ba2 Baa1 Baa2

Moodys rat

0

2

4

6

8

10

12

14

Fr
eq

ue
nc

y

Moodys rat

 
 
4.2 Research Methodology  
The empirical analysis involves regressions of the form: 
 

Spri=f(Amounti; Matui; Calli; Issuer_Rati; Issuer_Ri; Sizei)+εi  (7) 
 
Table 3 summarizes the definitions of the variables in regressions and the 

predicted signs.  
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    Table 3: Definition and Predicted Signs of Variables in Equation (7) 
Variable Definition Predicted 

Sign 
Spread 
(numerical) 

Spreads at issuance are defined as the 
difference between the yield to maturity at 
launch and the yield to maturity of a 
correspondent government bond with a similar 
maturity denominated in the same currency.  

 

Amount 

(numerical) 
The log of the euro amount of the issue I -/+ 

Matu 

(numerical) 
The time to maturity (in years) of the issue; + 

Call 
(nominal) 

A dummy variable for the presence of a 
callable option + 

Issuer_Rat 

(ordinal) 
Moody’s Issuer Ratings and S&P Issuer 

Ratings for each issue - 

Issuer_R 

(numerical) 
Different quantitative measures of the 

insolvency risk of the issuer (see below for 
further details) 

+/- 

Size 

(numerical) 
The natural logarithm of the total firm assets - 

 
The amount of the issue (Amount) can greatly affects the spread at launch in 

two different ways. The first is related to the liquidity premium. The market of 
subordinated bonds is characterized by an high level of illiquidity and therefore 
larger amount of issues could imply lower spread because of the higher level of 
liquidity of these bonds (see Sironi 2003). On the other side larger amount of issue 
also means an higher leveraged insurance company and this can greatly improve 
the risk profile of this debt, requiring thus an higher spread at launch. However this 
effect is controlled in the regression with a specific risk variable.  

The maturity (Matu) should be positive related to the spread at launch. This 
result comes from the theoretical model, but also from the common wisdom. 

Risk variable for the issuer (Issuer_R ) used in equation (7) has several 
specifications.  

The first one is based on the capital ratio (cap_ratio) in the year of issuance. 
This is consistent with both the regulatory and the financial view. The lower the 
capital available, the riskier the insurance company, all else being equal.  

In the second equation the technical profitability (Tech_Res) ratio is inserted as 
a proxy for the technical risk profile. This ratio has demonstrated to be significant 
in the insolvency prediction10 and it is also included because it is easily observable. 
                                                 
10 For Europe, the Müller Group Report (1997) analysed the causes of insolvencies and 
identified technical losses (imprudent underwriting policies) as one of the main. For US a 
larger number of insolvencies allowed for several more structured studies. For example 
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Thus it is likely this information is taken into account by the financial market 
participants in assessing the spreads at launch. 

The third model inserts the profitability ratio (ROE) in equation (7) since it is 
common wisdom to perceive as riskier an insurance company with large losses and 
safer a firm with high return on equity.  

Finally the log of assets (Size) has been inserted in the regression to test if a 
dimensional factor affects the spreads at launch. Larger insurance companies could 
be perceived safer due to the greater level of diversification both on the asset side 
(e.g. more diversified equity portfolio) and on the liability side (e.g. a higher 
degree of geographical and business line diversification on the business book).  

Regressions for testing significant relationships are performed by using two 
versions of LS methods: the standard OLS method and the categorical regression 
(also known as CATREG). 

The first method is the standard OLS with some adjustments to deal with both 
ordinal variables (ratings) and dummies variables (presence of a callable option). 
Nonetheless categorical variables (ratings and the presence of callable) in the 
predictors deserve particular care in dealing with. In standard regression methods 
categorical variables should be recoded as indicator variables. In this approach the 
model contains a separate intercept and slopes for each combination of the levels of 
the categorical variables. This results in a large number of parameters to be tested 
and to interpret. Obviously the small sample size represents a natural drawback for 
the use of this method11.  
                                                                                                                            
recent studies (see Ryan et al. 2001) identified underwriting risk as responsible for 42% of 
683 insolvencies analysed from 1969 to 1998. Yet, Kim et al. (1995) used dynamic 
statistical models (i.e. event history analysis) to analyse and predict insolvencies. The 
authors concluded that underwriting result is one of the most important driver in predicting 
insolvencies. For another review of US solvency experiences see the Reports by A.M.Best. 
11 When using indicator variables to represent a set of categories, the number of these 
variables is the number of categories less one. For example, in the case of S&P ratings (a 
categorical variable with six categories) we create five indicator variables to be tested. In 
both cases (Moody’s and S&P ratings) we chose the lowest categories as the base 
categories. The other five indicator variables are treated as dummy variables. For instance, 
in prior studies on insurance ratings, such categorical variables have been treated as dummy 
variables. Ambrose and Seward (1988) used multivariate stepwise discriminant analysis to 
analyze if Best’s ratings are good predictors for the solvency/insolvency status. In their 
study Best’s ratings have been considered as vector of independent observations. This 
technique significantly amplifies the number of variables to be tested with a corresponding 
loss in degrees of freedom. For example in their work a vector of 001000 indicated an 
insurance company rated B+ (one of the six possible ratings). Notice that in a previous 
version of this paper we tested the method introduced by Ambrose and Seward, but results 
were inconsistent due to the small size sample. Although in the field of logit regression, 
Ambrose and Carroll (1994) ran multivariate discriminant analysis to examine how 
effectively Best’s ratings identify financially distressed life insurers. The dummy variable 
(Best’s recommendation status) took the value of one if the insurer was recommended in a 
particular year, zero if not. This method reduce the information included in the analysis 
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CATREG is a regression family variant which can be used when there is a 
combination of nominal, ordinal, and interval-level (or numerical) independent 
variables12. This procedure introduces a transformation that quantifies categorical 
variables (of ordinal-nominal-scale) by assigning numerical scores to their levels 
(including applying non-linear transformations - e.g. splines with two or more 
degrees and two or more knots) in order to produce an optimal linear regression 
equation for the transformed variables. Unlike the original labels of the nominal or 
ordinal variables in the analysis, these scale values have metric properties. 

The optimality criterion is the maximisation of the squared correlation (r-
squared, goodness of fit statistic) between the transformed dependent variable and 
the weighted combination of the transformed independent variables.  

CATREG was introduced by Meulman (see Meulman 2000, 2004) and has been 
already applied in other fields of research. For example Angelis et al. (2001) ran 
categorical regression on a data set provided by ISBSG13 to analyze relationships 
between costs of developing a software and some categorical variables. 
Androulidakis S. (2001) employed CATREG in the agricultural science on 
qualitative and quantitative data collected using questionnaires administered to 337 
women in Greece. Haber et al. (2001) applied CATREG to the evaluation of acute 
inhalation toxicity data. To our knowledge CATREG has never been applied to 
financial studies. 

Another advantage of CATREG should be emphasized. The data sample is 
internally biased because it includes issuers subject to different national accounting 
standards14. In the case of relevant differences and without any transformation or 
control variable such analysis could be biased. To overcame the paucity of data and 
the internal bias, the transformation introduced by CATREG can significantly 
reduce the potential error on the results.  

Operationally, the CATREG algorithm minimizes a least squares function using 
alternating least squares (ALS) to find optimal quantifications for categorical 
variables, while simultaneously optimizing the squared multiple regression 
coefficient. 

CATREG is deeply suggested if models and datasets are affected by the 
following problems:  
                                                                                                                            
since it does not consider the changes in the ratings, but only the ‘recommended’ status. 
Obviously the interpretation of the regression results is difficult when the number of 
categorical predictors is large. 
12 Noticeably the combination of different types of variables is the most difficult situation 
to deal with. For example the detection of multicollinearity among data is greatly difficult 
due to the presence of many binary variables. CATREG allows to overcame most of the 
previous difficulties. This method uses optimal scaling to analyze categorical data that are 
difficult for standard statistical procedures to analyze. In this way categorical data and 
quantitative data (even though transformed) can be included in the same regression.  
13 ISBSG stands for International Software Benchmarking Standards Groups.  
14 For example Italian accounting standards require not-discounted technical reserves, while 
in other countries (e.g. Denmark, Sweden) the discount of the provisions is the rule. 
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a) too few observations; 
b) too many variables;  
c) too many values per variable. 
In our study the dataset is composed by 5515 observations and 11 variables (four 

numerical predictors, one dummy, and two categorical predictors, alternatively 
tested, with five indicator variables for each one). The situation described met the 
above conditions and thus categorical regression seems to be the optimal solution. 

It is worth emphasizing that CATREG has advantages and drawbacks as well. 
As advantage, linear and non-linear transformations of variables reduce the 
dependencies among the predictors. However, as drawback, it is also obvious that 
there are certain risks which have their sources either in the quantification of the 
categorical variables or in the regression procedure itself. CATREG can be 
seriously affected by the presence of outliers and the transformations of the 
obtained data as solutions under an optimality criterion are not necessarily optimal 
under other criteria (for further details on the advantages and risks of CATREG see 
Angelis et al. 2001).  

 
4.3 Models 
Several models have been tested in order to identify significant variables. 

Models differ each other for the rating of the issuer and for the risk variable of the 
issuer. For the former, both ratings from S&P and Moody’s have been alternatively 
used, while for the latter the three financial ratios discussed above have been 
included. The remaining variables (namely Amount, Size, Call, Matu) have been 
included in all models. 

Thus, twelve models (models named from #1 to #12) have been built-in in the 
regressions.  

Models tested are summarized below in table 4. 
 

 
 
 
 
 
 
 
 
 
 
 
 
 

                                                 
15 Notice that we have Moody’s Ratings only for 45 issues, while S&P Ratings are 
complete. 
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Table 4: Description of the different variables included in the tested models  

 
As stated before OLS method with indicator variables has been performed in the 
relative form. We are interested in explaining if a change in the rating affects the 
spread at launch, all else being equal, or otherwise if ratings are good risk proxies 
for the investor-driven market discipline. In order to correctly run such regression 
we chose the lowest rating in the sample as the base category (not included in the 
output) and then we created five variables to try to explain the effect of changing in 
the ratings on the spread. For example an issuer rated BBB- by S&P is inserted as 
00000, while an issuer rated A+ is inserted as 10000. Notice that each of these 
numbers represents a predictor to be tested with obvious implications on the 
degrees of freedom. The presence of a callable option has been treated as a dummy 
variable. 

In order to use CATREG method two steps are required. The first step is the 
discretization of variables. This step allows to deal with all types of variables at 
same time. The quantitative variables have been discretized according to default 
choice. Only Matu  has been grouped in three categories due to its original data 
distribution16.  

The second step is the optimal scaling of the discretized variables. We scaled 
the quantitative variables by using an ordinal spline function of second degree and 
two knots. We left out from this scaling only Matu17. The particular distribution of 
this variable suggests a numeric optimal scaling level. Categorical variables, 
namely Issuer_Rat and Call, has been considered as follows. The former received 

                                                 
16 Obviously the qualitative predictors Call and  Issue_Rat have not been discretized. 
17 This predictor is considerably grouped around 20 years and 30 years 
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an ordinal optimal scaling level while the latter has been scaled by using the 
nominal transformation. 

 
5.Empirical Results 
As shown in table 5 the goodness of fit is greatly different according to the 

model tested.  
 
Table 5: Estimation Results SPREAD=dependent variable with OLS methods 

Variable Model 1 Model 2 Model 3 Variable Model 4 Model 5 Model 6 
Intercept 0.0301 

(2.0764) 
0.0284       
(2.0996) 

0.025 
(1.911) 

Intercept 0.030 
(1.491) 

0.032 
(1.638) 

0.029       
(1.438) 

Amount 0.0024     
(1.297) 

0.002 
(1.419) 

0.002 
(1.525) 

Amount 0.001 
(0.793) 

0.001 
(0.735) 

-0.001 
(-0.912) 

Matu -0.0008 
(-0.619) 

-0.0008 
(-0.653) 

-0.0008 
(-0.643) 

Matu 0.0001 
(0.658) 

-0.00069 
(-0.467) 

0.0001 
(0.662) 

Call -0.002 
(-0.0787) 

-0.003 
(-0.929) 

-0.002 
(-0.774) 

Call -0.0001 
(-0.111) 

-0.001 
(-0.313) 

-0.001 
(-0.139) 

Size -0.001 
(-1.301) 

-0.001 
(-1.263) 

-0.001 
(-1.239) 

Size -0.002 
(-1.592) 

-0.002 
(-1.803) 

-0.002 
(-1.770) 

Cap_ratio 0.002 
(0.694) 

  Cap_ratio -0.00005 
(-0.014) 

  

Tech_Res  -0.007 
(-0.907) 

 Tech_Res  -0.018 
(-1.935) 

 

ROE   0.004 
(0.502) 

ROE   0.006 
(0.617) 

AA- -0.016  
(-3.757) 

-0.0152 
(-3.567) 

-0.016 
(-3.718) 

Aa3 0.0001 
(0.057) 

0.002 
(0.375) 

-0.001 
(-0.181) 

A+ -0.018  
(-4.971) 

-0.017  
(-4.695) 

-0.018 
(-4.945) 

A1 -0.001 
(-0.241) 

-0.001 
(-0.161) 

-0.001 
(-0.234) 

A -0.015  
(-4.489) 

-0.014 
(-3.951) 

-0.015 
(-4.348) 

A2 0.003 
(0.867) 

0.004 
(1.093) 

0.003 
(0.904) 

A- -0.014     
(-2.942) 

-0.012 
(-2.856) 

-0.013 
(-2.907) 

A3 0.002 
(0.634) 

0.003 
(1.188) 

-0.002 
(-0.769) 

BBB+ -0.016    
(-3.6367) 

-0.012   
(-3.465) 

-0.012 
(-3.496) 

Baa1 0.005 
(1.148) 

0.005 
(1.168) 

0.005 
(1.287) 

R2 0.461 0.465 0.458 R2 0.211 0.272 0.217 
R2-Adjusted 0.338 0.343 0.335 R2-Adjusted 0.031 0.107 0.039 
F 3.761 3.824 3.719 F 1.173 1.647 1.221 
p- value 0.001 0.001 0.001 p- value 0.334 0.125 0.304 

Note: t-statistics are in parenthesis. Variables are defined in table 2 
 
With reference to models #1,#2,#3, we can observe a quite low Adjusted-R2, as 

it varies from 0,343 to 0,335. Model #1, R2 indicates that 46.1% of the variability 
of the Spread is explained by the 10 variables under study, but only variables 
linked to the rating are significant and have the expected signs.  
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The second model shows both a Adjusted-R2 similar to the previous one and the 
same situation among the coefficients. Coefficients are different from zero but only 
the rating variables are significant. Model #3 presents an Adjusted-R2 slightly 
lower than the other two models, nonetheless also in this case only ratings are 
significant. Instead, if we compare the three models altogether, we notice that 
model #2 better explains the phenomenon under study. 

The results for models from #4 to #6 are extremely different. All the three 
models show a very low Adjusted-R2 and such a result allows us to accept the 
hypothesis of coefficients not different from zero, that is they are inadequate in 
explaining the model (F statistics ranges from 1.173 to 1.647). 

Appendix A shows empirical results with CATREG method. For the models #7, 
#8, #9 the CATREG procedure yields an Adjusted-R2 from 0.783 to 0.773 
indicating that almost 78% of the variance in the transformed spread is explained 
by the regression on the optimally transformed predictors. Transforming the 
predictors improves the fit over the OLS approach. The models #7, #8, #9 and #12 
have a p-value for the F-statistics less than 0.001 indicating that these models are 
performing quite well, while models 10 and 11 have relative large p-values of 
0.035 and 0.0259 respectively. However some care should be taken in interpreting 
the results of CATREG. CATREG also reports standardized regression coefficients 
(Standardized Beta) and F value for each variable. However, the regression 
coefficients cannot fully describe the impact of the predictors since the original 
variables have been transformed. For example, a change in the quantification of the 
predictor could not correspond to a change in the original variable. This implies 
that these tests must be interpreted conservatively. Appendix A displays the 
standardized coefficients and the importance of each variable for the six models. 
Alternative statistics, used to fully explore predictor effects, are the relative 
importance of each variable. To interpret the contributions of the predictors to the 
regression, an inspection of the correlations, partial correlations18 and Pratt’s 
measure of relative importance (Pratt, 1987) is required.  

The intercorrelations of the predictors for both the untransformed and 
transformed predictors is measured by the tolerance coefficients indicated in 
Appendix A. Notice that tolerance reflects how much the independent variables are 
linearly related to one another. This measure is the proportion of a variable’s 
variance not accounted for by other independent variables in the equation. If the 
other predictors can explain a large amount of a predictor’s variance, that predictor 
is not needed in the model. A tolerance value near 1 indicates that the variable 
cannot be predicted very well from the other predictors. In contrast, a variable with 
a very low tolerance contributes little information to the model, and can cause 
computational problems.  

Pratt’s measure of relative importance aids in interpreting predictor 
contributions to the regression. CATREG reports each predictor's importance with 

                                                 
18 Correlations and partial correlations for Models from #7 to #12 are reported in Appendix 
B. 
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a sum of one19. Importance values are calculated for each variable, but the two 
most important variables for each model have been reported in Table 6. 

 
Table 6 Two most important variables per model 

Models First Important Variable  Second Important Variable 
#7 Issuer_Rat (S&P) (0.997) Size and Matu (0.028) 
#8 Issuer_Rat (S&P) (0.989) Tech_res (0.033) 
#9 Issuer_Rat (S&P) (1.006) Matu (0.026) 
#10 Issuer_Rat (Moody’s) (0.446) Size (0.300) 
#11 Issuer_Rat (Moody’s) (0.312) Size (0.273) 
#12 Roe (0.461) Issuer_Rat (Moody’s) (0.299) 
 

It is worth highlighting that S&P ratings (Models form #7 to #9) of the issuers 
are very important in explaining the spread at issuance. Moody’s ratings are 
substantially less important in predicting the spread at issuance, and they are not 
always the first variable to consider.  

 
6. Conclusion 
The above results support the valuation’s framework implied by the option 

model of the corporate bonds adapted to the subordinated debts issued by insurance 
companies. Yields at issuance are positively related to risk variables of the issuers, 
even though significance of the financial rations is not so strong as expected. The 
poor explanation power of some variables could be explained in two ways: 1) the 
small number (but increasing) of the issues in the last decades, 2) the paucity of 
variables included which try to explain complex relationships amongst assets, 
liabilities and subordinated debt. Unfortunately, the two problems are strictly 
connected since the small sample size does not allow to test a greater number of 
financial predictors. 

CATREG provides an helpful solution for this kind of problems, but care 
should be taken on interpreting the results. CATREG implies a mathematical 
transformation which can affect results, and some punctual information can be lost 
in discrediting quantitative variables.  

Nonetheless, results are interesting. Spreads at launch are greatly 
explained by S&P ratings and the explanatory power increases if other non 
collinear variables are added. Thus, financial market participants could 
capture some information about the soundness of the issuer by analysing, 
among the other variables, the spreads at launch. It is worth emphasizing 
that US investors and policyholders deeply use AM Best Ratings to have an 
initial indication of the risk profile of the insurance company, even though 
ratings are not precise (see Epermanis and Harrington 2005). In the absence 

                                                 
19 Notice that negative values of Pratt’s importance measure indicate multicollinearity. 
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of rigorous studies on the solvency prediction of EU Insurance Financial 
Strength Rating (shortly EU-IFRS) European market participants are 
continuously seeking signals to use in their decision-taking process. Tested 
methods demonstrated an higher explanatory power than ratings of the 
issuers. Thus signals like spreads, publicly disclosed or easily calculated, 
can be a helpful variable to use for market discipline purposes. 

These results have some important implications for policymakers as well.  
A form of market discipline exists in the insurance industry. Risk-taking 

insurance companies raise their regulatory capital with subordinated debt issued 
with higher spreads. This is important first and obviously for investors (investor-
driven market discipline), since they can easily make a comparison amongst issuers 
by analysing spreads at launch for different companies, and second for 
policyholders as well (customer-driven market discipline), since they can allocate 
their savings (life insurance) or buying protections (non-life insurance) from safer 
insurance companies by including the spreads in their decisions.  

In conclusion some questions for further researches arise: 
1. Can insurance companies be more innovative than banks in the assessment 

of their system of market discipline?  
2. Does the safety net have implications on the spreads at launch? In the case of 

complete protection the shift of the insolvency risk is from policyholders to the 
guaranty fund and, in case of financial distress, to the subordinated debtholders. 
What we can derive from this reallocation of the insolvency risk? 
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APPENDIX A 
 

 Estimation Results SPREAD=dependent variable with CATREG methods 
Variable Model 

7 

Coeff. 

Imp. Model 

8 

Coeff.�

Imp. Model 

9 

Coeff.�

Imp. Variable Model 

10 

Coeff.�

Imp. Model 

11 

Coeff.�

Imp. Model 

12 

Coeff.�

Imp. 

Amount 0.212 -0.05 -0.035 0.004 -0.015 0.002 Amount 0.261 -0.18 -0.035 0.018 -0.078 0.038 

Matu 0.143 0.028 0.122 0.024 0.132) 0.026 Matu 0.282 0.155 0.278 0.164 0.197) 0.099 

Call -0.001 0.000 -0.004 0.000 -0.001 0.000 Call -0.021 -0.01 -0.058 0.001 -0.080 0.002 

Size -0.001 0.028 0.129 -0.05 0.143 -0.05 Size -0.406 0.300 -0.338 0.273 -0.139 0.100 

S&P 0.909   0.997 0.891   0.989 0.904 1.006 Moody’s 0.472 0.446 0.350 0.312 0.409 0.299 

Cap_ratio 0.004 0.001     Cap_ratio 0.356 0.279     

Tech_Res   -0.088 0.033   Tech_Res   -0.287 0.233   

ROE     -0.029 0.020 ROE     -0.449 0.461 

R2 0.783  0.777  0.773  R2 0.455  0.446  0.502  

Adjusted-R2
  0.734  0.727  0.721  Adjusted-R2

  0.250  0.262  0.391  

F 15.902  15.352  14.968  F 2.225  2.419  4.537  

p-value 0.000  0.000  0.000  p-value 0.035  0.025  0.001  
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APPENDIX B 
 
Model #7: Correlations and Tolerances 

  Correlations Importance Tolerance 

  
Zero- 
Order Partial Part*  

After  
trasformation 

Before 
trasformation 

Call -.031 -.003 -.001 .000 .953 .924 
Issuer_Rat(S&P) .859 .848 .746 .997 .675 .652 
Amount -.197 .295 .144 -.054 .457 .399 
Matu .152 .286 .139 .028 .942 .975 
Log_Assets -.305 -.095 -.045 .028 .389 .395 
Cap_ratio .221 .007 .003 .001 .765 .777 

  
Model #8: Correlations and Tolerances 

  Correlations Importance Tolerance 

  Zero Order Partial Part*  
After  

trasformation 
Before 

trasformation 
Call .031 -.008 -.004 .000 .981 .922 
Issuer_Rat(S&P) .862 .849 .758 .989 .723 .712 
Amount -.100 -.069 -.033 .004 .882 .395 
Matu .152 .245 .119 .024 .959 .983 
Log_Assets -.303 .228 .111 -.050 .740 .384 
Tech_Pre -.293 -.173 -.083 .033 .879 .876 

  
Model #9: Correlations and Tolerances 

  Correlations Importance Tolerance 

  
Zero 
Order Partial Part*  

After  
trasformation 

Before 
trasformation 

Call -.031 -.021 -.010 .000 .980 .951 
Issuer_Rat(S&P) .860 .820 .683 1.006 .571 .566 
Amount -.094 -.028 -.014 .002 .861 .364 
Matu .152 .261 .129 .026 .959 .970 
Log_Assets -.294 .242 .119 -.054 .692 .373 
ROE -.527 -.048 -.023 .020 .606 .648 
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Model #10: Correlations and Tolerances 

  Correlation Importance Tolerance 

  
Zero 
Order Partial Part*  

After  
trasformation 

Before 
trasformation 

Call .015 -.027 -.020 -.001 .947 .922 
Amount -.312 .194 .146 -.179 .313 .415 
Matu .250 .351 .276 .155 .962 .966 
Log_Assets -.336 -.334 -.262 .300 .417 .444 
Cap_ratio .356 .392 .314 .279 .779 .815 
Issuer_Rat 
(Moody's) .430 .491 .416 .446 .780 .638 

 
Model #11: Correlations and Tolerances 

 Correlation Importance Tolerance 

  
Zero 
Order Partial Part*  

After  
trasformation 

Before 
trasformation 

Call -.005 -.076 -.056 .001 .952 .926 
Amount -.235 -.040 -.030 .018 .739 .435 
Matu .262 .347 .276 .164 .981 .967 
Log_Assets -.360 -.368 -.294 .273 .758 .424 
Issuer_Rat  
(Moody's) .398 .417 .342 .312 .954 .633 

Tech_Pre -.362 -.350 -.278 .233 .942 .917 

  
Model #12: Correlations and Tolerances 

  Correlation Importance Tolerance 

  
Zero 
Order Partial Part*  

After  
trasformation 

Before 
trasformation 

Call -.012 -.110 -.078 .002 .957 .942 
Amount -.245 -.096 -.068 .038 .748 .436 
Matu .253 .259 .189 .099 .927 .923 
Log_Assets -.363 -.147 -.105 .100 .573 .415 
Issuer_Rat  
(Moody's) .367 .496 .403 .299 .972 .619 

ROE -.516 -.467 -.373 .461 .689 .739 

*)The correlation between the response and the residuals from regressing a predictor on 
the other predictors is the part correlation. Squaring this value yields a measure of the 
proportion of variance explained relative to the total variance of response. 


