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Abstract

We study how capital requirements influence a bank’s mode of foreign market entry. We

model an internationally operating bank that creates and allocates liquidity across coun-

tries and argue that the advantage of multinational banking over offering cross-border

financial services depends on the benefit and the cost of intimacy with local markets. The

benefit is that it allows multinational banks to create more liquidity. The cost is that it

causes inefficiencies in internal capital markets, on which a multinational bank relies to

allocate liquidity across countries. Capital requirements affect this trade-off by influencing

the degree of inefficiency in internal capital markets.
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1 Introduction

This paper analyzes the following three interrelated questions: What determines the in-

ternationalization strategies of internationally active banks? How do capital requirements

influence the internationalization strategy of internationally active banks? What effects

do the different internationalization strategies have on the stability and efficiency of the

international banking system?

These questions aim at reassessing whether the Basel framework for the international

convergence of capital measurement and capital standards for internationally active banks

is appropriately designed to achieve its objectives. According to the Basel Committee on

Banking Supervision, the main objective is to further strengthen the soundness and stabil-

ity of the international banking system, while ensuring that it does not cause competitive

inequality among internationally active banks (Basel Committee, 2005). When formu-

lating the rules, the Committee decided not to distinguish between banks with different

modes of foreign market entry. But what if the stability of the international banking sys-

tem depends on the banks’ internationalization strategies, and if, in addition, the existing

rules do have an effect on the choice between these strategies? The Basel framework, then,

does not need to be in accordance with competitive equality and may impair the stability

of the international banking system.

Our starting point is the incomplete contracts approach to banking developed in a

series of papers by Diamond and Rajan (2000, 2001, 2005), where banks exist because

they create liquidity. In these papers, financial claims are illiquid because cash flows are

not fully pledgeable. This limited pledgeability arises when specific skills of the borrower

are needed to generate returns, while he (the borrower) cannot commit to contributing his

human capital for the whole lifetime of the claim (Hart and Moore, 1994). A banker, who
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specializes in acquiring skills to extract payments from those borrowers by maintaining a

strong lending relationship, transforms these otherwise illiquid loans into liquidity by issu-

ing demandable deposits. Deposits allow her (the banker) not only to pay out depositors

when they need it most, but also to commit herself to pledge her specific knowledge for

future dates.

In order to advance this approach and to apply it to an internationally active bank,

we take two further aspects into account. First, there is a need for an allocation of liquid-

ity across countries. Although we disregard aggregate liquidity shortages, we consider a

situation where liquidity can be in short supply in one of the countries, in which the bank

operates. The function of the bank is then not only to create liquidity (as in Diamond

and Rajan, op. cit.) but also to allocate it across countries. Second, we take into account

that, in order to allocate liquidity, an internationally active bank needs to draw on its in-

ternal capital market, the efficiency of which depending on the bank’s internationalization

strategy.

This strategy may take one of the following modes, which mainly differ with respect

to the implied intimacy with local market conditions (De Haas and Naaborg, 2006). The

first mode is supplying cross-border financial services, in which a globally operating banker

offers deposit-taking and lending services directly to foreigners. The second mode is multi-

national banking where the bank operates locally through direct investment entities, be

them branches or legally independent subsidiaries. Branches are operated by local bank

officers executing the decisions taken by headquarters. Subsidiaries, instead, are run by

autonomous local bank managers who are more closely linked to local markets. They can

be further divided into greenfields and takeovers, where in the former case headquarters
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sends off home country managers, while in the latter case the bank strongly benefits from

a local management being already in place.

In order to explain the influence of a bank’s internationalization strategy on its ability

to allocate liquidity, we can contrast any two of these modes. For the sake of expositional

clarity, however, we consider the two polar cases, i. e. supplying cross-border financial ser-

vices versus multinational banking in form of setting up foreign subsidiaries. These modes

differ mainly with respect to the autonomy granted to local bank officers to take lend-

ing decisions. In the case of cross-border financial services, decisions are basically made

centrally at headquarters by a globally operating banker. With multinational banking,

however, local bank managers run separately capitalized subsidiaries, which are protected

by limited liability. Consequently, managers can to a large extent act on their own initia-

tive.

Following Stein (2002), the degree of autonomy influences bank managers’ incentives

to gather soft instead of hard information about borrowers. The difference between soft

and hard information is that the former cannot be directly verified by anyone other than

the agent who produces it, while it improves a bank manager’s ability to create liquidity.

Accordingly, when lending decisions are taken at headquarters (as it is the case with cross-

border financial services), local bank officers (when existing) would have little incentives

to provide soft information, and hence their ability to create liquidity is limited. When,

however, headquarters grants financial and organizational autonomy to its local agencies

(as it tends to be the case with multinational banking), incentives for bank managers to

gather soft information and thereby to create liquidity are stronger.

While the benefit of multinational banking is thus to allow for creating more liquidity,

its drawback is that there are additional inefficiencies associated with the brought up of
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an internal capital market. We argue that with cross-border financial services, a globally

operating banker cannot create much liquidity, but is able to reallocate liquidity efficiently.

With multinational banking, the informational advantage of local bank managers not only

allows for creating more liquidity but is at the same time a source of dysfunctionality

with regards to internal capital markets. The reason is that a local bank manager cannot

fully pledge her loan earnings to bank managers operating in other regional markets when

information about borrowers is soft.

We show that the existing Basel II rules affect a bank’s decision on its mode of entry

into foreign markets, since they influence the degree of inefficiency in internal capital

markets for three reasons. The first reason is, when the imposed capital-to-asset ratio

is high, the investors of a multinational bank bear some of the risk that liquidity is in

short supply when they want to consume. This lowers the need of a local bank manager,

who experiences a regional liquidity shortage, to draw on an inefficient internal capital

market. Secondly, it also means that even in a liquidity-rich country, those investors with

a liquidity need cannot squeeze as much out of the potentially supporting bank manager.

Hence she has more internally generated funds available to support the other. Thirdly, as

the amount that can be raised against a bank-internal claim in the liquidity-rich country

decreases, the supporting bank manager has less external funds available.

The idea of imperfect internal capital markets builds on earlier theoretical works on

manufacturing firms comprising several divisions. The basic assumption in this line of

research is that a firm’s headquarters exerts control rights over the resources pooled in

a multidivisional firm (Gertner, Scharfstein and Stein, 1994). Stein (1997) points to the

general benefit of internal capital markets. He argues that headquarters can create value

by picking up winners out of a firm’s divisions. Albeit this strategy aims at improving the
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efficiency of capital allocation, it also generates additional adverse incentives. For exam-

ple, incentives to exert effort may be weak on the divisional level (Brusco and Panunzi,

2005), or power struggles among division managers may take place, which hamper efficient

allocations (Rajan, Servaes and Zingales, 2000). What is common in these studies is that

the incentive effects are less pronounced the less headquarters is interfering.

Headquarters may also not be willing to provide necessary incentives for division man-

agers by offering a wage schedule but by assigning inefficient capital budgets (Scharfstein

and Stein, 2000). In addition, integrating projects may allow headquarters to turn its

back on external financiers once the pooling of internally generated cash flows suffices

in order to ensure follow-up finances for at least some of its projects, thereby lowering

headquarters’ incentive to meet its obligations vis-a-vis financiers (Inderst and Müller,

2003). However, none of these papers considers bank-internal enforcement problems and

analyzes the effect of regulation on the efficiency of internal capital markets, which is the

main focus of our paper.

There are only few, mainly empirical works addressing the issue of internal capital

markets of financial conglomerates. Notably among them is Campello (2002), who provides

strong evidence that U.S. bank holdings use internal capital markets opportunistically

in order to shield subsidiaries from illiquidity in times of tight monetary policy.3 In the

context of internationally operating banks, De Haas and Naaborg (2006) show on the basis

of qualitative interview results that most parent banks are in principle willing to rescue

local subsidiaries in Central and Eastern Europe from severe liquidity problems or even

bankruptcy. But there are some cases where foreign parent banks were unwilling to do so
3 Houston, James and Marcus (1997) confirm the existence of active internal capital markets in U.S.

bank holding companies (BHC) showing that a bank’s own balance sheet position is not as important
in explaining its loan growth as the overall capitalization of the BHC.
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and instead let the affected subsidiary fail, because otherwise it would have led to problems

that were not to cope with for the bank as a whole. De Haas and Van Lelyveld (2006)

provide evidence that during crisis periods domestic banks in Central and Eastern Europe

cut off loans substantially, while foreign banks tend to maintain their lending activity.

This stabilizing effect arises predominantly owing to banks that are firmly integrated into

(and therefore heavily controlled by) their foreign parent organization, and not so much

by those bank subsidiaries that are organizationally independent.4

Another related strand of literature is about the question of why manufacturing firms

make foreign direct investments (FDI) rather than exporting goods.5 As regards the inter-

national banking firm, Gray and Gray (1981), Sagari (1992) and Williams (1997) make use

of the standard eclectic paradigm of FDI—originally developed by Dunning (1977, 1981)—

to explain the internationalization of banks on the basis of location-specific, ownership-

specific and internationalization advantages. Similarly, Buch and Lipponer (2007) directly

apply a framework for non-financial firm’s FDI to banks‘ internationalization strategies.

Cerutti, Dell’Ariccia and Martinez Peria (forthcoming) take a closer look at internation-

ally operating banks’ decisions between opening branches and legally independent sub-

sidiaries. Yet, because these approaches do not take into account the specific functions

that banks (unlike manufacturing firms) fulfill, they cannot justify the existence of banks

at all, whereas in the model presented below internationally active banks emerge endoge-

nously.

The paper proceeds as follows. In section 2, we introduce a basic model of an inter-

nationally active banking firm. Section 3 deals with the case where the bank provides
4 Another contribution is made by Morgan, Rime and Strahan (2004). But their study is more about

interstate banking and business cycle convergence and does not explicitly address how funds are
allocated across states via bank-internal capital markets.

5 This has been extensively treated in the literature, see, e. g., Markusen (1995), Markusen and Venables
(1998), Helpman, Melitz and Yeaple (2003).
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cross-border financial services to its customers, while section 4 focuses on multinational

banking. In section 5 we further discuss our results, and in section 6 we give a brief

summary.

2 A model of an internationally active banking firm

2.1 Agents and technologies

We consider an internationally active bank headquartered in, say, London, which possesses

no funds on its own. Since we want to focus on the comparative advantage of different

ways to do business abroad, we abstract from a home bias in banking activities. The bank

is thus assumed to provide its financial services to foreign customers only. Customers

consist of investors and entrepreneurs who live in, e. g., Toulouse and Torino. They are

assumed to be resident in the same currency area, therefore there is no exchange rate risk.

With the exception of the operation of the internationally active bank, financial markets

of these two regions are assumed to be separated from each other.6 Although there is only

one single bank, the markets for deposits and other claims on the bank are assumed to

be contestable ex ante. All agents are risk neutral, and the interest rate on an alternative

asset (storage) is zero.

There is a continuum of mass 1 of entrepreneurs, one half resident in Toulouse and the

other in Torino. Entrepreneurs have project ideas but no funds on their own. A single

project requires an initial investment of 1 unit of the single consumption good at t = 0.

When everything is going well, a project will yield a return C > 1 either at t = 1 (early

projects) or at t = 2 (late projects). In each region half of the projects turn out to be

early.
6 Even in the Euro area, the degree of financial integration is still low (Baele et al., 2004).
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At t = 0 a continuum of mass 1 of investors lives in both regions, one half in Toulouse

and the other in Torino. Each investor is endowed with 1 unit of the single consumption

good. Although all initial investors need to consume at t = 1, there are new investors born

at t = 1 who may fill in for them. The new generation of investors is sufficiently rich such

that there is no aggregate liquidity shortage at t = 1. However, one of the regions may

suffer from a region-wide liquidity shortage as new investors are born either in Toulouse

or Torino. The probability that the new generation will emerge in Toulouse is 0.5.

2.2 Specificity of human capital

If capital markets were perfect, liquidity could be efficiently allocated: At t = 1 retired

investors would be partly replaced by new investors, irrespective whether they are born

in Toulouse or Torino, and entrepreneurs with late projects would thus be shielded from

region-specific liquidity shortages. However, no agent can commit to contribute his spe-

cific skills in the remote future, which may hamper this solution. This is because the

inalienability of human capital gives an agent the opportunity to hold up his financiers

(investors or a bank) by threatening not to make use of his specific skills (Hart and Moore,

1994). How financiers deal with such opportunistic behavior depends on what they can do

by assuming control over the assets in the case of default. Following Diamond and Rajan

(2005), we assume that financiers have the following two alternatives: First, they may re-

place the original entrepreneur by handing out the assets to another one. The substitute

will yield only γC with γ < 1, while the time structure of cash flows remains unchanged.

Second, assets may be seized and liquidated at t = 1, where liquidation yields immediate

proceeds of L. We assume

L < 1 < γC < 2L. (1)
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The difference between replacement and liquidation is thus twofold. First, by means of

liquidation financiers get some revenues at t = 1 even if the project turns out to be late.

Second, replacing the entrepreneur yields a higher net present value than liquidation ir-

respective of whether the project is early or late, and only a replacement can guarantee

that the initial investment actually pays out. The last inequality in (1) means that liq-

uidation is, however, generally worthwhile when only half of the returns associated with

replacement can be pledged to ultimate investors.

Both alternative uses require specific skills. According to Diamond and Rajan (2001),

acquiring these skills is feasible only if a financier establishes a strong and long-lasting lend-

ing relationship right from the beginning of the project.7 Investors, who need to consume

early, however, cannot maintain such a strong lending relationship with entrepreneurs be-

yond t = 1, while new investors do not share the information with the retired population

of investors. It is, therefore, optimal to mandate a banker, who acquires loan collection

skills and acts on behalf of investors in financial contracting with the entrepreneur.

As the banker has specific skills to collect loans, she gains power over her investors

and might hold them up by threatening to not make use of her skills. However, Diamond

and Rajan (2001) have shown that a deposit contract allows the banker to commit herself

to refrain from doing so. This is because the deposit contract creates a collective action

problem among investors, which exposes a banker to a run on her assets if she tries to

renege on her obligations vis-a-vis depositors. When the banker raises funds by means of

equity capital instead, she can extract some rents at the expense of shareholders. As in

Diamond and Rajan (2000), we assume that if a banker refuses to pay out shareholders

the latter come into possession of the banker’s assets with probability of 0.5. Shareholders
7 Without loss of generality there are no other costs to acquire loan collection skills.
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can in this case force the banker to collect the maximum liquidity that is immediately

achievable and to fully pass it on to them. But, shareholders will then also become

responsible for paying out depositors. When shareholders do not assume control over the

banker’s assets, they get nothing from her. In the end, shareholders expect to get half of

the maximum liquidity that is achievable immediately net of deposits.

2.3 Organizational design of banks

The effectiveness of skills to find an appropriate substitute for the original entrepreneur

depends on the organizational design of the internationally active bank. We differentiate

between two basic organizational forms. The first is when the banker offers cross-border

financial services, which refers to a situation where investors deposit their funds with a

globally operating banker in London from where she directly grants loans to entrepreneurs

in Toulouse and Torino. The second is multinational banking, where headquarters estab-

lishes subsidiaries in Toulouse and Torino. Investors deposit funds with their local sub-

sidiaries and a local bank manager then grants loans to the entrepreneurs in her respective

region.8

These two organizational forms differ with respect to the degree of intimacy with en-

trepreneurs and their respective projects. A bank manager in Toulouse or Torino is not

only locally close to the entrepreneur and can, thus, gather better information about how

to find the best substitute. By managing a legally independent, separately capitalized

subsidiary, she has also incentive to exploit this informational advantage. Hence, a sub-

stitute found by a local bank manager can extract γhC > 1 on behalf of the bank. With
8 An alternative conceivable way to allocate liquidity across regions would be to use an interbank

money market market. But Fecht and Grüner (2005) argue that interbank markets do not necessarily
replicate the allocation of liquidity via internal capital markets of multinational banks. They show
that multinational banks perform better when risks of aggregate liquidity shortages are taken into
account.
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cross-border financial services, however, a globally operating banker in London cannot

maintain a very strong lending relationship and her ability to find a substitute is more

restricted. She is therefore able to find someone who can extract only γlC > 1, where

γl < γh. While these two organizational forms differ with respect to the ability to find a

substitute for an entrepreneur, both a globally operating banker and a local bank manager

will yield the same liquidation proceeds L.

2.4 Sequence of events and contracting environment

At t = 0, investors in Toulouse and in Torino place their funds into the bank. They either

conclude a deposit contract or become shareholders of the bank. Subsequently, a banker

contracts with entrepreneurs. The banker agrees to lend out the required funds, while an

entrepreneur promises repayments payable at t = 1. Since all variables are assumed to be

observable but not verifiable, contracts can only specify non-contingent repayments. In

particular, contracts cannot be made contingent on a project’s type, and the share of late

projects to be liquidated prematurely can also never be subject to contractual agreements.

After contracts have been signed, the entrepreneurs start production.

At t = 1, nature reveals which of the projects will generate returns early. The banker

then may renegotiate repayments to bank shareholders by threatening to withdraw her loan

collection skills. Sources of repayments to investors (bank shareholders and depositors)

comprise what the banker can squeeze out of early projects and what she extracts from

late projects, either by means of liquidation or by borrowing fresh funds against future

earnings. Fresh funds can be raised from newly born investors by issuing new deposits and

shares. Alternatively, in the case of multinational banking, local bank managers can also

support each other by means of a transfer. When an agreement is reached, a banker will

11



utilize her skills and pays out initial investors according to the outcome of renegotiations.

The same structure will apply at t = 2. However, further borrowing and the liquidation

of assets are no longer available, while a bank internal transfer (when made at t = 1) has

to be repaid first before newly born investors will be paid out.

Finally, contestability of the banking market implies that the banker is forced to com-

mit herself at t = 0 to pay out the maximum pledgeable amount to initial investors at

t = 1. Given that investors can also invest into a storage technology, they will supply their

funds only if expected repayments at least cover this opportunity cost.

3 Cross-border financial services

The first way to finance projects in Torino and in Toulouse is to offer cross-border financial

services, i. e. a case where a global banker directly offers financial services to foreign cus-

tomers. After raising funds at t = 0, the banker grants loans to entrepreneurs in Toulouse

and Torino. At t = 1, investors need to consume. Depositors can simply withdraw their

deposits. In the course of renegotiations, shareholders can force the banker to pay them

out half of the available liquidity (net of deposits). Liquidity available at t = 1 for meeting

the demands of investors has three sources. First, early entrepreneurs will each repay γlC

to the banker, giving the banker some internally generated funds. Second, the banker

may raise liquidity by means of liquidating a share λ of late projects, which gives her

1
2λL. Third, she may also borrow against her future loan earnings from those late projects

that will not be liquidated prematurely. In this case she will collect 1
2(1 − λ)γlC at date

t = 2 from remaining late projects.9 However, what she can borrow against her remaining
9 A natural question is where these fresh funds come from at t = 1. Diamond and Rajan (2005) argue

that new depositors are those entrepreneurs who have already finished their projects at t = 1 and can
thus reinvest their rents. In line with this view, a regional liquidity shortage, as the one in our paper,
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claims on entrepreneurs depends on the capital-to-asset ratio k1 that holds between t = 1

and t = 2, which is defined as (see Diamond and Rajan, 2005)

k1 =
1
2((1 − λ)γlC − d1)

1
2 ((1 − λ)γlC − d1) + d1

=
(1 − λ)γlC − 2d1

(1 − λ)γlC + 2d1
(2)

where d1 denotes the volume of deposits raised from investors at t = 1. The numerator

in the left fraction is, thus, the value of what shareholders can expect to extract from the

banker, while the denominator is the total value of the bank from an investors’ perspective.

Payments to depositors at t = 2 are thus given by d1 = 1
2

1−k
1+k (1 − λ)γlC, while share-

holders get 1
2

k
1+k (1 − λ)γlC. In total, the banker can commit herself to pay 1

2
1−λ
1+k γlC at

t = 2 to new investors, who—given their access to storage—will thus be willing to provide

exactly this amount at t = 1.

Liquidity available to the banker at t = 1, therefore, sums up to

W (λ) :=
1
2
γlC +

1
2

[
λL + (1 − λ)

γlC

1 + k1

]
, (3)

where W is a value function that maps the liquidation rate λ onto the banker’s disposable

liquidity.

But how many late projects will be prematurely liquidated? Both the banker and

entrepreneurs with late projects prefer borrowing against the late project rather than

liquidating assets: The entrepreneur benefits because he keeps possession of the assets

and is thus able to extract a rent of C − γlC, and the banker gains because she can

extract a rent of k1
1+k1

γlC at t = 2. Investors have the same interests as the banker if

the liquidation value is smaller than what the banker can raise externally by borrowing

can be characterized by a situation, where in one region the entrepreneurs with early projects have a
common liquidity need. Hence, they are not willing to re-deposit their funds with the bank.
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against them, i. e. if γlC
1+k1

> L. Otherwise, i. e. if the imposed capital-to-asset ratio is

too high, a conflict of interests between the banker and investors arises and the banker

is tempted to hold up her shareholders. If she tries to renegotiate with shareholders, the

latter will come into possession of loans with probability 0.5 and ask the banker to put

the loans in question to their best use. From a shareholders’ perspective loans are best

used when they yield the maximum achievable payment immediately. Hence, shareholders

demand λ = 1 when γlC
1+k1

< L. The banker will, therefore, set λ so that liquidity available

to her suffices to deter shareholders from assuming control over her assets, i. e.

W (λ) ≥ 1
2

[W (1) − d0] + d0, (4)

where, with k0 being the capital-to-asset ratio applied in the first period, deposits d0

are—in analogy to (2)—given by

d0 =
1 − k0

1 + k0
W (1). (5)

Hence, the banker is required to set λ according to

W (λ) ≥ W (1)
1 + k0

. (6)

Given that the capital-to-asset ratio is the same in each period, i. e. k0 = k1 = k̂, we

now conclude:

Proposition 1 When the bank provides cross-border financial services, there is no need

to liquidate late projects at t = 1 irrespective of the capital-to-asset ratio.

Proof. See Appendix.
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A banker who lends directly abroad will never liquidate loans even when they turn

out to be late, although changes in the capital-to-asset ratio have two opposing effects:

At first, a rising capital-to-asset ratio lowers what the banker can credibly commit to pay

at date t = 2. Hence, the amount of funds a banker can raise externally at t = 1 by

borrowing against late loans decreases, thereby rising the banker’s need to obtain cash by

liquidating loans. At second, an increasing capital-to-asset ratio also implies that payments

to investors to be made at t = 1 decreases, thereby leaving the banker with more internally

generated funds even without any liquidation of loans. Hence, the banker’s leeway to take

her own preferred action at t = 1 (namely keeping the liquidation rate as small as possible)

becomes greater as a higher capital-to-asset ratio gives the banker a higher protection by

means of her rents. According to proposition 1, the latter effect always dominates.

It has thus been shown that the imposition of a regulatory capital requirement does

not affect the ability of an internationally active bank to shield borrowers from country-

specific liquidity shortages if the bank offers cross-border financial services. The reason is

that a globally operating banker can allocate liquidity across countries without suffering

from additional internal leakages. These leakages will, however, be present if there is an

imperfectly functioning internal capital market as is the case in multinational banking.

4 Multinational banking

4.1 Leakages in internal capital markets

The alternative to cross-border financial services is multinational banking, a case where

the bank consists of two foreign subsidiaries in Toulouse and Torino. The benefit of

this organizational form is that a local bank manager is better informed than a globally
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operating banker about how to make use of a borrower’s assets. This is because the

former has local expertise. The cost is that at the intermediate date t = 1 a local bank

manager may rely on additional funds provided via the internal capital market to avoid

a premature liquidation of loans. The returns on these funds, however, cannot be fully

pledged to the other local bank manager because of bank-internal enforcement problems.

As a consequence, there is a leakage inside the multinational bank.

We integrate this leakage into the model in the following way. At t = 0, local bank

managers raise funds from local investors and grant loans to entrepreneurs in their respec-

tive regions. At t = 1, all original investors retire, but only one of the two subsidiaries can

raise fresh funds from new investors. Owing to the symmetry of countries in the model,

we can restrict our focus to the case where new investors are born in Torino. By means

of an internal capital market, new funds can, in principle, be transferred from Torino to

Toulouse. This transfer at t = 1 is hereinafter denoted by T1.

But how much will the local bank manager in Toulouse repay at t = 2? At this date she

collects 1
4 (1 − μ) γhC from her remaining late projects, where μ is the share of late projects

in Toulouse that have been already liquidated at t = 1. The only obligation that still exists

at t = 2 is the repayment of the transfer. When Toulouse refuses to repay the transfer,

the Torino bank manager could take possession of the remaining loans. Since the Torino

bank manager does not have the skills to collect the loans from borrowers in Toulouse, she

needs to employ the Torino manager’s skills. As regards how both managers come to an

agreement, we basically follow Diamond and Rajan (2000). We assume that both parties

will enter into negotiations about who will negotiate with borrowers. Since each party

can make a take-it-or-leave-it offer with equal probability, both bank managers will finally
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agree on equally sharing the remaining loan earnings.10 Hence, Toulouse will repay T1

only if the local bank manager is not better off by holding up her Torino counterpart. Be-

cause bank managers will agree on equally sharing the remaining loan earnings during the

course of renegotiations, the Toulouse bank manager will pay back at most 1
4 (1 − μ) γhC

2 .

Transfer repayments T2 are, therefore, given by T2 = min{T1, 1
4(1 − μ)γhC

2 }. To keep

things tractable, we also assume that at t = 1 Torino will make a one-off offer regarding

the transfer T1, which is valid only if there are no renegotiations at t = 1 between the local

bank manager in Toulouse and her investors.11 The Toulouse banker can either accept

this offer or reject it. Our assumption, as made in inequation (1), thus, implies that given

the leakage in internal capital markets, the liquidation of late projects in Toulouse instead

of postponing loan repayments is generally worthwhile.

Against this background, three questions arise. First, how does the offered transfer

T1 affect the liquidation policy in Toulouse? Second, in anticipation of the induced liqui-

dation policy, what transfer T1 will be offered by Torino and how many projects will be

liquidated in Torino? And finally, what effect does a minimum capital-to-asset ratio have

on liquidation policies in both regions? We will answer these questions stepwise.
10 The assumption that the peer bank manager has the same bargaining power as external shareholders

is made for the sake of simplicity only. Similar results will hold as long as a banker cannot fully
extract loan earnings from her counterpart.

11 This is also not crucial. If investors were also allowed to collect the transfer, they would be obliged
to pay it back to Torino at t = 2. Given that investors need to consume at t = 1, either the transfer
has no value to them (when they store it for later repayment) or the supporting banker is unwilling
to make the transfer (when investors do not store but consume).
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4.2 Liquidation policy in Toulouse

Let V denote the value function that maps the liquidation rate μ and the offered transfer

T1 onto the liquidity available to the Toulouse bank manager at t = 1:

V (μ,T1) :=
1
4
γhC +

1
4
μL + T1. (7)

While offering a liquidation rate μ, the banker takes into account that shareholders may

refuse this offer and enter into renegotiations. When renegotiations take place, the transfer

T1 is no longer available and the banker and shareholders each have to make a take-it-

or-leave-it offer with equal probability. When shareholders assume control over the loans,

they force the banker to generate the maximum liquidity that is immediately available,

i. e. to set μ = 1. With d0 being the volume of deposits raised at t = 0, investors then

expect to get 1
2 [V (1, 0) − d0]+d0 if d0 ≤ V (1, 0) or (almost) nothing otherwise (because in

this case depositors will run, implying that the value of the banker’s assets will completely

melt down). The banker prevents investors from rejecting her offer μ̂ if

V (μ̂,T1) ≥ 1
2

[V (1, 0) + d0] (8)

or

μ̂ ≥ min

{
1,max

{
0,

1
2(L − γhC) + 2d0 − 4T1

L

}}
(9)

respectively.

While deciding on μ, Toulouse pursues a second strategic objectives since μ also influ-

ences what she has to repay to Torino at t = 2. For example, when she has already called
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in all loans to entrepreneurs with late projects there are no loan earnings left at t = 2 and

she will then save on any repayment to Torino.12

The optimization problem of a bank manager, who wants to maximize total rents, is

thus

max
μ̂∈[0,1]

R1(μ̂) + R2(μ̂) s.t. (8), (10)

with her rents R1(μ̂) and R2(μ̂) being given by

R1(μ̂) = V (μ̂,T1) − V (1, 0)
1 + k0

(11)

=
1
8
γhC +

1
4

(
μ̂ − 1

2

)
L + T1 − 1

2
d0

R2(μ̂) =
1
4

(1 − μ̂) γhC − min
{

T1,
1
4

(1 − μ̂)
γhC

2

}
(12)

≥ 1
4

(1 − μ̂)
γhC

2
.

The solution to program (10) is:

Lemma 1 Let M denote the function that maps the offered transfer T1 and the volume

of deposits d0 onto the fraction μ∗ of late projects that will be prematurely liquidated in

the liquidity-poor region. This function is characterized by

μ∗ =

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

0 if T1 ∈
[
max

{
d0
2 − γhC−L

8 , 0
}

, γhC−L
4

]
1 if T1 > min

{
γhC−L

4 ,max
{

(L+γhC−4d0)(γhC−L)
8(2L−γhC)

, 0
}}

L−γhC
2L + 2d0−4T1

L otherwise

(13)

12 Assuming that the banker liquidates loans in order to keep repayments to Torino t = 2 as low as
possible may appear to be somewhat awkward. However, in the sense of Rajan, Servaes and Zingales
(2000) the banker might be seen to have an alternative, so-called defensive investment opportunity,
which fully protects her against future claims of other subsidiary managers.
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where

∂μ∗

∂T1
=

⎧⎪⎪⎨
⎪⎪⎩

0 if T1 > max
{

0,min
{

d0
2 − γhC+L

8 , (L+γhC−4d0)(γhC−L)
8(2L−γhC)

}}
− 4

L < 0 otherwise

(14)

and

∂μ∗

∂d0
=

⎧⎪⎪⎨
⎪⎪⎩

0 if T1 > max
{
0,min

{
d0
2 − γhC+L

8 , (L+γhC−4d0)(γhC−L)
8(2L−γhC)

}}
2
L > 0 otherwise

(15)

Proof. See Appendix.

Figure 1 illustrates these findings. There, the dark area displays those combinations

of deposits d0 and the offered transfer T1, where Toulouse sets μ∗ = 0. In that area, a

zero liquidation rate suffices to prevent investors from assuming control over the bank’s

assets. This is because deposits are sufficiently low while the transfer is sufficiently high to

give the banker enough bargaining power and funds at hand to enforce her own interests.

At the same time, the transfer is not too high in this area so that it is not worth it for

the banker to liquidate loans in order to strategically improve her bargaining position for

renegotiations with Torino at t = 2.

In the white area, the banker will liquidate all late loans prematurely, i. e. μ∗ = 1, for one

of the following three reasons: First, when deposits d0 are higher than 1
4(γhC + L), the

bank manager cannot raise enough liquidity to prevent investors from assuming control

over her assets without setting μ̂ = 1 even though she gets a transfer T1. Second, even

when deposits are small so that the banker in Toulouse has sufficient power vis-a-vis

investors to keep the liquidation rate small, she will set μ∗ = 1 if the transfer T1 offered
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Figure 1: Liquidation regimes for the liquidity-poor region.

by Torino is higher than 1
4 (γhC − L). This is because in this case it is best for the bank

manager in Toulouse to collect the transfer and to liquidate all loans, since she will not

have to pay back anything to Torino at t = 2. Third, when deposits d0 are neither small

nor too large, i. e. if 3
4(γhC − L) ≤ d0 ≤ 1

4 (γhC + L) the banker is generally forced to

liquidate some of her loans in order to meet the demands of investors, as payments owed

to depositors imply that the banker is only weakly protected vis-a-vis her investors by

her rents. When, however, the transfer T1 is relatively high, it is even better for her to

liquidate not only some but all of her loans. In doing so, she shifts her rents completely

to t = 1. This strategy is advantageous because, as the share of loans being called in is

already high, rents extractable at the expense of Torino at t = 2 would be small. Hence,

it is best for her to collect the transfer and to liquidate all late loans and to keep what

has been left after repaying investors at t = 1.

Finally, in the gray area the banker calls in some of her loans to borrowers with late

projects, i. e. μ∗ > 0. In doing so, investors will be indifferent to accepting that offer,

while—as T1 is comparatively small in this area—it is neither worthwhile for the banker
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to head for renegotiations with Torino, nor does it allow her to completely avoid the

premature liquidation of assets.

4.3 Liquidation and transfer policy in Torino

Having analyzed the liquidation policy in Toulouse, we next turn to the issues of how

many projects will be liquidated in Torino and what transfer will be offered to Toulouse.

In doing so, we bear in mind that according to the Basel framework, capital requirements

will be applied to internationally active banks and to all internationally active banks at

every tier within a banking group on a fully consolidated basis (Basel Committee, 2005).

In our setting, this means that only the internationally active bank as a whole is required

to meet capital regulations at each point in time.

To begin with, we have to determine how much liquidity is available to the Torino bank

manager at t = 1 to pay out her impatient investors and to make the transfer. She obtains

1
4γhC as returns from early projects and 1

4νL as proceeds from liquidating a share ν of

her late projects. In addition, she may raise funds externally from newly born investors

by borrowing against her remaining late loans and against what she will get repaid from

Toulouse at t = 2.

Given that the local bank manager in Torino offers a transfer T1 to Toulouse, liquidity

at hand to pay out impatient investors is, thus, given by

U(T1, ν) =
γhC + νL

4
− T1 +

1
4(1 − ν)γhC + min

{
T1, 1

4 [1 − M(T1)]
γhC

2

}
1 + k1

, (16)

22



where U is a value function mapping the rate ν of prematurely liquidated projects in Torino

and the transfer payment T1 onto the value of liquidity (from investors perspective), taking

into account the liquidation policy of the Toulouse bank manager.

As the capital-to-asset ratio k1, applied between t = 1 and t = 2, determines the returns

on borrowing against late projects rather than liquidating them, we have to distinguish

between high and low capital-to-asset ratios. When the capital-to-asset ratio k1 is small

and satisfies

0 ≤ k1 ≤ γhC

L
− 1, (17)

then the local bank manager as well as investors in Torino do not want to have late loans in

Torino to be prematurely liquidated, i. e. ν = 0. When the imposed capital-to-asset ratio

is, however, too large, investors want the banker to liquidate all late projects in Torino,

while the banker still prefers a continuation of all late projects.

Besides the liquidation rate, there may be an additional conflict of interest between the

local bank manager and investors, which refers to the transfer T1 offered to Toulouse. The

bank manager is, in principle, indifferent regarding the transfer—as long as it does not

make her counterpart in Toulouse set μ∗ = 1. This follows from inspecting the respective

rents Q1(T1, ν) and Q2(T1, ν) of the Torino bank manager

Q1(T1, ν) = U (T1, ν) − 1
2

[U (0, ν) + d0]

Q2(T1, ν) =
k1

1 + k1

(
1
4
(1 − ν)γhC + T2

)
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which sum up to Q with

Q =

⎧⎪⎪⎨
⎪⎪⎩

1
8

2+3k1
1+k1

γhC − 1
8ν
(

1+2k1
1+k1

γhC − L
)
− 1

2d0 if M(T1) < 1,

1
8

2+3k1
1+k1

γhC − 1
8ν
(

1+2k1
1+k1

γhC − L
)
− 1

2d0 − T1 if M(T1) = 1.
(18)

Hence, as long as T1 does not induce the Toulouse bank manager to liquidate all late

loans, changes in the transfer T1 merely imply a one-to-one shift of rents between the two

dates. If, however, T1 already incites the Toulouse bank manager to call in all loans, a

further increase in the transfer T1 implies lower rents for the Torino bank manager, as she

would simply waste funds when nothing could be recovered from Toulouse. In accordance

with these insights, we assume for the remainder of this paper that the Torino bank

manager is, in principle, willing to supply the highest value of T1 for which the Toulouse

bank manager will marginally abstain from setting the liquidation rate equal to 1.13

However, making a transfer is not only a matter of willingness of the Torino bank

manager, but also a matter of her capability to get it accepted by her investors. These

investors always want T1 = 0 because making no transfers maximizes the available liquidity

and, therefore, investors utility at t = 1, as the latter is always strictly decreasing in T1:

∂

∂T1
U(T1, ν) =

⎧⎪⎪⎨
⎪⎪⎩

−1 if T1 > min
{

γhC−L
4 , 1

8
(L+γhC)−4d0

2L−γhC
(γhC − L)

}
,

− k1
1+k1

otherwise.
(19)

Therefore, investors in Torino cannot gain from transferring funds across regions.

Keeping in mind that the bank manager is at best indifferent with respect to the trans-

fer while she strictly prefers not to liquidate late projects, her preferences are, therefore,
13 At t = 0, neither local bank manager knows whether she or her peer will be short of liquidity at t = 1.

Ex post, the Torino bank manager will be indifferent about the size of the transfer; ex ante, however,
she may also benefit most from the highest possible transfer. So there might be an implicit agreement
among bank managers to support each other to the greatest possible extent.
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strictly ordered. First of all she seeks to minimize the liquidation rate ν, and only if she

is able to enforce ν = 0 vis-a-vis her investors, she will think about making a transfer

to Toulouse. Given the aforementioned structure of the renegotiations game between a

local bank manager and her investors, the latter can extract 1
2 [U (0, 0) + d0] from the

Torino bank manager if (17) is met, and 1
2 [U (0, 1) + d0] otherwise. The bank manager

has, therefore, to create sufficient liquidity in order to restrain investors from assuming

control over her loans. Her choice of T1 is thus restricted by

U (T1, 0) ≥ 1
2 [U (0, 0) + d0] if 0 ≤ k1 ≤ γhC

L − 1, (20)

and

U (T1, 0) ≥ 1
2 [U (0, 1) + d0] if γhC

L − 1 ≤ k1 ≤ 1. (21)

Rearranging and combining both conditions finally yields

T1 ≤ 2 + k1

8k1
γhC − 1 + k1

2k1
d0 − max

{
(1 + k1)L − γhC

8k1
, 0
}

. (22)

To sum up we have

Lemma 2 The transfer policy T ∗
1 is given by

T ∗
1 = min

{
1
4

(
γhC − L

)
,max {Ω, 0} ,max {Ψ, 0}

}
, (23)

where

Ω :=
(γhC + L − 4d0)(γhC − L)

8(2L − γhC)
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and

Ψ :=
(2 + k1)γhC

8k1
− (1 + k1)d0

2k1
− max

{
(1 + k1)L − γhC

8k1
, 0
}

.

We thus find that transfers, offered to Toulouse, must not be too large for two reasons.

First, it needs to be small to make the Torino bank manager willing to make the transfer.

If, instead, the transfer implies that the Toulouse bank manger has an incentive to liquidate

all of her late projects, funds transferred to Toulouse would simply be wasted. The volume

of deposits d0 influences the willingness of the Torino bank manager to offer a transfer

as large deposits imply that Toulouse needs many funds at t = 1. Then the local bank

manager there has to liquidate already some of her late projects so that even small transfers

may induce her to liquidate all of them in order to save on the repayment of the transfer.

Second, the transfer needs to be small in order to have the Torino counterpart being

able to make this transfer. When, for instance, the Torino bank manager already has to

offer a lot of liquidity to her investors (because of large deposits) in order to avoid a run on

her loans, only little is left to support her Toulouse counterpart. In addition, for a given

volume of deposits, an increase in the capital-to-asset ratio k1, which governs the bank’s

capital structure between the two dates t = 1 and t = 2, also implies a lower transfer at

t = 1. The reason here is that the bank manager cannot raise as much liquidity externally

by borrowing against late projects. This may force her to cut transfers, especially if the

capital-to-asset ratio creates an additional conflict of interests regarding the liquidation of

late projects in Torino.

Before proceeding, we need to point out two further restrictions implied by the model.

First, deposits d0 cannot be made contingent on the occurrence of liquidity shortages.

Hence, payments, which a local bank manager owes to depositors, have to be the same in

each region. Second, deposits d0 must not be larger than V (1, 0). If deposits were above
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V (1, 0), a liquidity shortage in one region would trigger a bank run on the subsidiary

based in that region. Investors would have, therefore, to expect that with probability 0.5

their funds deposited with the bank could not be repaid.

4.4 Capital structure and internal capital markets

The next task is to analyze the effects of the bank’s capital structure on the respective

liquidation policies in Torino and Toulouse, and we proceed in three steps. First, we

determine how much funds can be raised at t = 0 by issuing deposits, depending on the

minimum capital-to-asset ratio imposed by regulation. Second, given this relationship, we

derive the transfer actually made at t = 1. Knowing how deposits issued at t = 0 and

the transfer made at t = 1 will depend on capital structure, we finally draw conclusions

about the effect of capital regulation on the share of prematurely liquidated projects in

each region.

To begin with, with k̂ being the minimum capital-to-asset ratio imposed by the reg-

ulator and with deposits being the same in both regions and bounded above by V (1, 0),

the first-period capital-to-asset ratio k0 is given by

k0 =
1
2 [V (1, 0) + U (0, 0) − 2d0]

1
2 [V (1, 0) + U (0, 0) − 2d0] + 2d0

(24)
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when k̂ = k1 is sufficiently small in order to avoid creating an incentive problem regarding

ν.14 For larger capital-to-asset ratios we have to take into account the additional conflict

of interest regarding ν, and the capital-to-asset ratio in the first period is

k0 =
1
2 [V (1, 0) + U (0, 1) − 2d0]

1
2 [V (1, 0) + U (0, 1) − 2d0] + 2d0

. (25)

Solving (24) and (25) for d0 allows us to determine the amount of funds the bank can raise

at t = 0 by issuing deposits:

d∗0 = min

{
γhC + L

4
,max

{
1 − k̂

8(1 + k̂)

(
3 + 2k̂
1 + k̂

γhC + L

)
,

1 − k̂

4(1 + k̂)

(
γhC + L

)}}
(26)

with

∂d∗0
∂k̂

=

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

0 if k̂ ≤ α,

− 7+3k̂
8(1+k̂)3

γhC − L
4(1+k̂)2

if k̂ ∈ (α, γhC
L − 1],

−γhC+L

2(1+k̂)
if k̂ > γhC

L − 1,

(27)

where α is implicitly defined as that capital-to-asset ratio for which

γhC + L

4
=

1 − α

8(1 + α)

(
3 + 2α
1 + α

γhC + L

)

holds true. Hence, α is strictly positive but smaller than γhC
L − 1.

14 The model thus implies that the actual capital-to-asset ratio in the first period will be strictly positive
and will decrease in the minimum capital-to-asset ratio, as long as the latter is not already binding
at t = 0. The reason is that the bank has to shield itself from a liquidity risk, which arises in the
presence of a region-specific liquidity shortage when the internal capital market works inefficiently.
This need to cushion liquidity risk becomes, however, less important for tighter capital requirements
because the bank cannot raise as much liquidity externally at t = 1, which lowers her obligations
vis-a-vis initial investors. Since the markets for deposits and other claims on a bank are contestable,
the bankers have no incentive to exceed capital requirements in the case where additional capital is
not needed to cushion liquidity shocks.
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Equation (26) says that the bank can issue deposits up to a maximum of γhC+L
4 .

If deposits were larger, the bank would fail in one region with certainty at t = 1,

and depositors would thus expect receiving nothing back from the bank at t = 1 with

probability 0.5.15 When the imposed capital-to-asset ratio becomes sufficiently large to

be binding already at t = 0, i. e. if k̂ is higher than some α, deposits are given by

max
{

1−k̂
8(1+k̂)

(
3+2k̂
1+k̂

γhC + L
)

, 1−k̂
4(1+k̂)

(
γhC + L

)}
.

A further increase in k̂ has, in principle, two effects on deposits. First, it reduces what

shareholders collect when they assume control over assets as the banker can borrow less

against late loans. The value of capital thus falls and in order to meet the tightening in

capital requirements deposits also decrease. Second, even for a given amount that share-

holders can collect, deposits must decrease as the banker’s ability to extract rents builds an

obstacle for meeting an increasing capital requirement by issuing more equity shares. The

first effect, however, only exists if the imposed capital-to-asset ratio remains sufficiently

small, so that it does not create the additional conflict of interest regarding the share

of prematurely liquidated projects in the liquidity-rich region. Otherwise, shareholders

will demand not to borrow against these projects but to liquidate them. Thus, the value

of capital does not further decrease with tighter capital requirements. Deposits decrease

only because of the banker’s inability to meet those capital requirements by issuing equity

shares.

Knowing the relationship between capital requirements and the volume of deposits

issued at t = 0, we can next derive what transfer will actually be made at t = 1. According

to lemma 2, there will be no transfer at least when Ω = 0, which occurs when deposits

equal γhC+L
4 —that is, when the capital regulation is not too strong and k̂ ≤ α holds. When

15 According to lemma 2, no transfer will be made to support the failing bank subsidiary when d∗
0 ≥

γhC+L
4

.
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k̂ > α, we know from (26) that deposits d∗0 are strictly smaller than 1
4

(
γhC + L

)
. There is

thus room for offering a transfer as the banker is now willing to do so. But she might not

be able to have it accepted by her investors. However, the transfer will actually never be

restricted by those investors. Inserting d∗0 according to (26) into the constraint imposed by

investors yields for k̂ ∈ (α, γhC
L − 1] that Ψ equals (1+7k̂+4k̂2)γhC−(1−k̂2)L

16k̂(1+k̂)
, which is positive

and strictly decreasing in k̂.16 Hence, investors’ demands are not a binding constraint for

intermediate values of k̂, because Ψ is at least 1
4

(
L + γhC

)
, which is strictly higher than

1
4(γhC − L). For even larger k̂, Ψ is given by (1+k)γhC−L

4k1
, which is at least 1

4(2γhC − L)

and thus also higher than 1
4(γhC − L).

The capital structure therefore affects the actual transfer to a bank subsidiary that

suffers from a liquidity shortage. When the capital-to-asset ratio imposed by the regulator

is small, i. e. if k̂ ≤ α, deposits are too large to allow any transfer. With minimum capital-

to-asset ratios being of intermediate values, the bank manager in the liquidity-rich region

will to some extent support her counterpart, with this support being higher for tighter

capital regulation. However, there is a non-negative capital-to-asset ratio, above which it

does not pay to further extend financial support as the bank manager in the liquidity-poor

region is already allowed to keep all of her late projects. This leads us to to the following

conclusion.

Proposition 2 When the internationally active bank operates as a multinational bank,

the resulting liquidation policy is given by

ν∗ = 0 (28)

16 The first derivative of Ψ with respect to k̂ is
2k̂(L−γhC)+(L−γhC)+k̂2(L−3γhC)

16k̂2(1+k̂)2
, which is strictly nega-

tive, since L < γhC and k̂ ≥ 0.
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and

μ∗ = 1 if k̂ ≤ α

μ∗ < 1 if k̂ ∈ (α,β]

μ∗ = 0 if k̂ > β

(29)

with
∂μ∗

∂k̂
< 0 for k̂ ∈ (α,β]

∂μ∗

∂k̂
= 0 otherwise.

(30)

where β is implicitly defined as the smallest capital-to-asset ratio for which associated

deposits d∗0 imply

min
{

γhC − L

4
,
(γhC + L − 4d∗0)(γhC − L)

8(2L − γhC)

}
=

γhC − L

4
. (31)

Proof. See Appendix.

Proposition 2 is one of the central results of the paper. It shows that a multinational

bank operating through local subsidiaries may be forced to liquidate projects with positive

NPV. Although local bank managers would be able to squeeze more out of these projects

than a globally operating banker ever could, a multinational bank’s internal capital market

does not always ensure a proper reallocation of liquidity across countries. The need to

raise liquidity locally by means of liquidating projects, however, is less compelling when the

capital-to-asset ratio is higher. The reason is that a higher capital-to-asset ratio provides

more power to a local bank manager allowing her to bring the actual liquidation policy in

line with her own interests.
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5 Discussion

5.1 Effects of the Basel capital requirements

The final step in our analysis is to compare the two organizational forms of international

banking activities and to further discuss the implications. To begin with, we consider the

consequences of the existing capital adequacy requirements for the internationalization

strategy of banks and for the stability of the international banking system. As markets

for bank deposits and other claims on a bank are contestable, a prerequisite for a bank to

enter foreign markets is to design its organizational form so that expected repayments to

initial investors are maximized. This market solution is characterized by

Proposition 3 Supplying cross-border financial services allows for higher repayments to

initial investors when the capital-to-asset ratio imposed by a regulator is not too large and

when in addition

γlC − L

(γh − γl)C
>

5
3

(32)

holds. In all other cases, multinational banking dominates in terms of expected repayments

to initial investors.

Proof. See Appendix.

According to this proposition, a necessary condition, for which the provision of cross-

border financial services is associated with higher repayments to initial investors, is thus

a small regulatory capital-to-asset ratio. Intuitively, if this ratio would be high, liquidity

could be allocated across regions by a multinational bank in a similar way as in the case

of offering cross-border financial services, because the restrictions on transfers between a

multinational bank’s subsidiaries would be of no relevance. There is therefore no additional
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cost, but the multinational bank can still take its advantage of being better informed, which

allows for creating more liquidity.

However, even if the regulatory capital-to-asset ratio is small, multinational banks may

squeeze those banks offering cross-border financial services out of the market. Only when

(32) holds true, cross-border financial services will yield higher repayments at least for

k̂ = 0. This condition is more likely to hold if a globally operating banker can already

extract much by continuing late projects compared to liquidation (i. e. if γlC−L is large),

and/or if the additional liquidity created by local bank managers is comparatively small

(i. e., if (γh − γl)C is small).

5.2 Policy implications

While multinational banking may thus yield higher repayments to initial investors, it may

expose the banking system to the risk that a subsidiary fails at t = 1 . For example, if (32)

is not met and if there is no regulatory capital-to-asset ratio, investors prefer multinational

banking over cross-border financial services. But this brings about that one subsidiary will

be closed at t = 1 and a quarter of all projects will be prematurely liquidated. In the

case of cross-border financial services, however, the bank always survives and no projects

would be liquidated. This result extends the analysis by Allen and Gale (2000) who argue

that (almost) perfectly integrated financial systems will not suffer from financial instability

given that there is no aggregate liquidity risk. Our model shows that even if there is no

aggregate liquidity risk, the financial systems could be fragile when integration has taken

place via multinational banks.17

17 As opposed to Fecht and Grüner (2005), an interbank money market is not able to allocate liquidity
efficiently here. The reason is that a regional bank that suffers from a liquidity shortage cannot
simply borrow from another region’s bank without violating minimum capital requirements as this
borrowed liquidity does not belong to regulatory capital measures. But when a bank fails to meet
capital requirements, it will be closed.
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An important aspect of proposition 3 is that the market solution might not corre-

spond to a social optimum. An organization design is socially optimal, when it allows

the maximum number of projects with a positive NPV to be financed and orderly fin-

ished, irrespective of how their returns are distributed among agents. There is, therefore,

a potential for capital regulation. When multinational banking dominates and when this

comes with some late projects being prematurely liquidated, there will be an inefficient

use of funds in the sense of forgoing returns and, sometimes, even a failure of a bank

subsidiary. A cautious increase in the regulatory minimum capital-to-asset ratio then may

lower the share of liquidated projects. However, this procedure requires that the regulator

has an intimate and quantitative knowledge of the interlinkages of the markets for bank

loans and deposits, the markets for bank capital, and the banks’ internal allocation pro-

cesses. Otherwise, the regulator risks that banks cannot provide any cross-border liquidity

insurance, because they are given too little incentives to repay investors the gross return

on alternative assets.

Our model therefore allows to draw the following normative conclusions. Capital ad-

equacy ratios should be based not only on the risks on the asset side of a bank’s balance

sheet. Instead, there are also risks that stem from the liability side that affect efficiency

and stability of the banking system. Internationally active banks cannot always han-

dle these risks efficiently, depending on their organizational design. With cross-border

financial services, country-specific liquidity shocks can be quite easily cleared. For a

multinational banking firm with organizationally and financially independent subsidiaries,

however, those regional liquidity shortages can translate into aggregate liquidity shocks

that need to be cushioned with bank capital. The model suggests to impose capital ade-

quacy ratios conditional on the banks’ respective aggregate risk, and while assessing these
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risks, a regulator should consider the banks’ organizational design. The risks faced by

banks offering cross-border financial services tend to be lower than those for multinational

banking firms. Imposing a one-design-fits-all capital-to-asset ratio, as done by the Basel

framework, may therefore be inappropriate.

6 Summary

In this paper we have analyzed the role of bank capital regulation for the international-

ization strategy of banks. First, we have derived conditions under which it pays for an

internationally active bank to set up subsidiaries abroad instead of supplying cross-border

financial services. The argument is that, by setting up a subsidiary, a bank can create

more liquidity but has to rely on a bank-internal mechanism in order to allocate liquidity

in the case of country-specific liquidity shocks. These allocations take place on an internal

capital market. They are, however, associated with some leakages, as local bank managers

cannot fully pledge their future loan earnings—not even to another bank manager inside

the same multinational banking firm. Owing to this imperfection, a bank’s subsidiary suf-

fering from a liquidity shortage may be forced to call in (some of) her loans prematurely,

or even to get closed. Therefore, when deciding upon its internationalization strategy,

a bank faces a trade-off between creating and allocating liquidity and prefers setting up

foreign subsidiaries only if the ability to create more liquidity outweighs the additional

costs from its inefficient allocation.

Second, we have shown that capital regulation affects this trade-off in two ways. On

the one hand, stronger capital requirements lower the ability of a bank to create liquid-

ity irrespective of the chosen internationalization strategy. On the other hand, they also

mitigate the inefficiencies in internal capital markets in the case of multinational banking.
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This is because high capital requirements buffer against country-specific liquidity shocks,

thereby lowering the need to meet liquidity demands of impatient investors and reduc-

ing the disincentives of a local bank manager to refuse to repay bank internal transfers.

Though the regulation of the international convergence of capital measurement and cap-

ital standards does not explicitly discriminate the modes of foreign market entry, it may

therefore still affect the respective strategic decision of banks. This result adds to the

literature on the effects of banking regulation on banks’ internationalization strategies,

which basically argues that those regulations have an impact on banks’ strategic decisions

because they do discriminate one mode of foreign market entry against the other.18

Third, we have been able to uncover effects of different internationalization strategies

on the stability and efficiency of the international banking system. Though banks offering

cross-border financial services cannot create much liquidity, they do not put the banking

sector at risk because they are able to allocate liquidity efficiently across regions, irre-

spective of capital regulation. Multinational banks, however, though able to create more

liquidity, cannot pass it on to investors when imperfections in internal capital markets

are severe. Hence, these banks also face substantial risks to their stability as they cannot

handle region-specific liquidity shocks properly. Given this, the effect of capital regulation

on the stability and efficiency of the international banking system is not clear-cut. On

the one hand, it may incite banks to do their business abroad by means of multinational

banking instead of cross-border financial services, meaning that the risk of premature liq-

uidations increases. On the other hand, as increasing capital-to-asset ratios lowers the
18 Repullo (2001), e. g., analyzes how differing national deposit insurance systems influence a bank’s

incentives for cross-border mergers, while Barth, Caprio and Levine (2006) mention the role of country-
specific market entry regulations for banks opening foreign branches instead of setting up subsidiaries
abroad.
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need to liquidate projects prematurely in the case of multinational banking, it can also

improve on stability and efficiency.

From an empirical point of view, these results imply that multinational banking should

be more common when banks face comparatively tight capital regulations. In addition,

purely domestic banks are not able to cope with country-specific liquidity shocks, while

internationally active banks potentially serve as stabilizers. The model predicts that,

first of all, banks offering cross-border financial services maintain lending activities during

periods of liquidity shortages. Whether multinational banks are also capable to stabilize

credit expansion depends on how specific their local expertise is. This model result is in

line with the findings of De Haas and Van Lelyveld (2006).

Further research could be directed to an in-depth assessment on the role of interna-

tionally active banks with regard to the stability of the global financial system. One issue

in this respect is whether internationally active banks act only as stabilizers in times of

severe financial distress or whether they also form an additional risk of contagion. Though

global financial crisis are very costly events, one may consider them as being rather rare.

But our understanding of the role of internationally active banks in even less extreme

scenarios is far from being comprehensive. For example, little is known about how these

banks contribute to the international transmission of business cycles. By getting deeper

into those and related issues, one may draw a more complete picture of what is going on

nowadays in an integrated world economy.
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Appendix

Proof of Proposition 1

When γlC

1+k̂
≥ L, i. e. k̂ ≤ γlC

L − 1, there is no conflict of interests between the globally

operating banker and investors since both do not want to liquidate and thus prefer λ = 0.

When, however, γlC

1+k̂
< L, i. e. k̂ > γlC

L −1, such a conflict of interest exists. With γlC

1+k̂
< L

the function W is strictly increasing in λ. In order to show that λ = 0 holds irrespective

of k̂, it then suffices to prove that W (0) > W (1)

1+k̂
for all k̂ ∈ (γlC

L − 1, 1], i. e.

γlC +
1

1 + k̂
γlC >

1
1 + k̂

(
γlC + L

)
(33)

or, equivalently,

γlC >
1

1 + k̂
L, (34)

which holds true because of 1 > 1
1+k̂

and γlC > L.

Proof of Lemma 1

To solve program (10) consider first the sum of rents

R1(μ̂)+R2(μ̂) =
3
8
γhC+T1− 1

4
μ̂
(
γhC − L

)
− 1

8
L− 1

2
d0−min

{
T1,

1
4

(1 − μ̂)
γhC

2

}
, (35)

which has the following property

d

dμ̂
(R1(μ̂) + R2(μ̂)) =

⎧⎪⎪⎨
⎪⎪⎩

1
4(L − γhC) < 0 if T1 < 1

4(1 − μ̂)γhC
2

1
4(L − γhC

2 ) > 0 if T1 ≥ 1
4(1 − μ̂)γhC

2

(36)
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or

d

dμ̂
(R1(μ̂) + R2(μ̂)) =

⎧⎪⎪⎨
⎪⎪⎩

1
4(L − γhC) < 0 if μ̂ < μcrit

1
4(L − γhC

2 ) > 0 if μ̂ ≥ μcrit

(37)

where

μcrit :=
γhC − 8T1

γhC
. (38)

We proceed by distinguishing four cases that refer to different regions in the deposit-

transfer-plane in figure 1:

Case 1

If deposits d0 are too large while the transfer T1 is too small, depositors will then hold such

a high claim on the banker that no liquidation rate smaller than 1 allows the banker to

raise enough funds so that investors can be deterred from forcing the banker to liquidate

all late loans. Formally, there is no μ̂ < 1 satisfying (9), i. e.

1
2(L − γhC) + 2d0 − 4T1

L
≥ 1 (39)

holds true. Rewriting this condition yields

T1 ≤ 1
2

[
d0 − 1

4

(
L + γhC

)]
. (40)

Hence μ∗ is equal to 1 for any T1 satisfying (40).
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Case 2

If μcrit, as defined in (38), is smaller than 0, i. e. if

T1 >
1
4

γhC

2
(41)

holds, it follows that the bank manager’s rents are maximized by choosing μ∗ = 1, since

for all μ̂ > 0 we have, according to (36),

d

dμ̂
(R1(μ̂) + R2(μ̂)) > 0. (42)

It is thus optimal for the bank manager to set μ∗ = 1, even though a μ̂, which satisfies

constraint (8) with equality, is smaller than 1. The reason here is that T1 is too large, so

the banker has an incentive to liquidate all late loans for strategic reasons: She simply

pockets the high transfer T1 at t = 1, but she is not inclined to repay it at t = 2.

For the remaining two cases, neither the condition for case 1 nor that for case 2 holds,

thus we finally consider those cases, where

1
2

[
d0 − 1

4

(
L + γhC

)]
< T1 ≤ 1

4
γhC

2
(43)

holds.

Case 3

If both the constraint (8) is slack for μ̂ = 0 and if

R1(0) + R2(0) ≥ R1(1) + R2(1) (44)
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is fulfilled, the bank manager will set μ∗ = 0.

To begin with, constraint (8) will not be binding for μ̂ = 0 if

1
4
γhC + T1 ≥ 1

2

[
1
4

(
γhC + L

)
+ d0

]
(45)

which is equivalent to require

T1 ≥ 1
2

[
d0 − 1

4

(
γhC − L

)]
. (46)

On the other hand, condition (44) holds true if

T1 ≤ 1
4

(
γhC − L

)
. (47)

Hence, μ∗ = 0 follows if T1 meets conditions (43), (46) and (47) simultaneously, i. e. if

max
{

1
2

[
d0 − 1

4

(
γhC − L

)]
, 0
}

≤ T1 ≤ 1
4

min
{

γhC − L,
γhC

2

}
, (48)

where—owing to assumption (1)—we have γhC − L < γhC
2 . Hence, (48) simplifies to

max
{

1
2

[
d0 − 1

4

(
γhC − L

)]
, 0
}

≤ T1 ≤ 1
4

(
γhC − L

)
. (49)

Case 4

Consider the case where T1 ≤ 1
4

γhC
2 holds true but constraint (8) is violated for μ = 0.

Investors then require the banker to choose μ ≥ μ̂ where μ̂ is implicitly defined by (8), i. e.

μ̂ =
1
2 (L − γhC) + 2d0 − 4T1

L
(50)
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Hence, as a consequence of the property (36) of R1(μ) + R2(μ), the banker will set

μ∗ = μ̂ only if

R1(μ̂) + R2(μ̂) ≥ R1(1) + R2(1) (51)

holds and sets μ∗ = 1 otherwise. Since μ̂ is defined as that μ for which available liquidity

at t = 1 exactly equals what is demanded by investors (i. e. for which condition (8) holds

with equality), we have R1(μ̂) = 0 and condition (51) can be rewritten as

1
4

(1 − μ̂) γhC − min
{

T1,
1
4

(1 − μ̂)
γhC

2

}
≥ 1

8

(
γhC + L

)
+ T1 − 1

2
d0. (52)

We know from (37) that

R1(μ̂) + R2(μ̂) < R1(1) + R2(1) (53)

if μ̂ ≥ μcrit or, equivalently, if

T1 ≥ 1
8

(L + γhC) − 4d0

2L − γhC
γhC. (54)

We therefore have μ∗ = 1 if T1 satisfies (54). But if this condition is violated, we have

T1 ≤ 1
4 (1 − μ̂) γhC

2 . In this case (52) reads as

1
4

(1 − μ̂) γhC − T1 ≥ 1
8

(
γhC + L

)
+ T1 − 1

2
d0,

where rearranging yields

T1 ≤ 1
8

(L + γhC) − 4d0

2L − γhC
(γhC − L), (55)
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where the RHS in (55) is even smaller than the expression on the RHS in (54). We

therefore conclude: If

T1 >
1
8

(L + γhC) − 4d0

2L − γhC
(γhC − L) (56)

holds, we have μ∗ = 1. If, however,

T1 ≤ 1
8

(L + γhC) − 4d0

2L − γhC
(γhC − L) (57)

holds, we have μ∗ = μ̂ =
1
2
(L−γhC)+2d0−4T1

L .

Comparing the parameter ranges in (40), (43), (49) and (57) yields that (40) is redun-

dant. Hence, three cases are left, which can be summarized as

μ∗ =

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

0 if T1 ∈
[
max

{
d0
2 − γhC−L

8 , 0
}

, γhC−L
4

]
1 if T1 > min

{
γhC−L

4 ,max
{

(L+γhC−4d0)(γhC−L)
8(2L−γhC)

, 0
}}

L−γhC
2L + 2d0−4T1

L otherwise.

(58)

Proof of Proposition 2

The proof regarding ν∗ is as follows. Since Ψ is not binding for determining T1, and

because satisfying Ψ already allows the local bank manager to enforce ν = 0, the bank

manager in the liquidity-rich region has no problems avoiding a premature liquidation of

loans.

The proof regarding μ∗ is by distinguishing two cases:

1. When k̂ ≤ α, deposits d∗0 are equal to γhC+L
4 . Thus, according to lemma 2, there

will be no transfer and it follows from lemma 1 that μ∗ = 1.
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2. When k̂ > α, deposits are smaller than γhC+L
4 and monotonically decreasing in k̂.

Since there are no deposits for k̂ = 1, and since

min
{

γhC − L

4
,
(γhC + L − 4d∗0)(γhC − L)

8(2L − γhC)

}
=

γhC − L

4

if d∗0 = 0, the intermediate value theorem implies that there is a critical capital-to-

asset ratio, denoted by β, such that

min
{

γhC − L

4
,
(γhC + L − 4d∗0)(γhC − L)

8(2L − γhC)

}
=

γhC − L

4

holds for any k̂ ≥ β and

min
{

γhC − L

4
,
(γhC + L − 4d∗0)(γhC − L)

8(2L − γhC)

}
<

γhC − L

4

for any k̂ < β. There is thus no need to liquidate loans at all if k̂ ≥ β, i. e. μ∗ = 0.

For intermediate capital-to-asset ratios satisfying k̂ ∈ (α,β) we have μ∗ ∈ (0, 1). In

this case, d∗0 decreases as k̂ increases, which allows for higher transfers. Both, lower

deposits and higher transfers, lead to a lower μ∗ as shown in lemma 1.

Proof of Proposition 3

Expected repayments to initial investors depend on the imposed capital-to-asset ratio and

are given by the following table. We will show that a necessary condition for repayments

associated with cross-border financial services being higher than those associated with

multinational banking is that the imposed capital-to-asset ratio k̂ is sufficiently small.

Moreover, an increasing capital-to-asset ratio will make the provision of cross-border fi-
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nancial services less favorable. Once multinational banking dominates for some capital-

to-asset ratio, there will be no k̂ beyond that ratio where cross-border financial services

will dominate again.

deposits equity capital sum

multinational banking

0 < k̂ ≤ α V (1, 0) U(0,0)−V (1,0)
2

3V (1,0)+U(0,0)
2

α < k̂ ≤ γhC
L − 1 1−k̂

1+k̂

V (1,0)+U(0,0)
2

k̂
1+k̂

[V (1, 0) + U (0, 0)] V (1,0)+U(0,0)

1+k̂

γhC
L − 1 < k̂ ≤ 1 1−k̂

1+k̂

V (1,0)+U(0,1)
2

k̂
1+k̂

[V (1, 0) + U (0, 1)] V (1,0)+U(0,1)

1+k̂

cross-border financial services

0 < k̂ ≤ γlC
L − 1 1

2
1−k̂
1+k̂

W (0) k̂
1+k̂

W (0) W (0)

1+k̂

γlC
L − 1 < k̂ ≤ 1 1

2
1−k̂
1+k̂

W (1) k̂
1+k̂

W (1) W (1)

1+k̂

Since the critical capital-to-asset ratio α can be higher than γlC
L − 1 or not, we have

to distinguish two cases.

Case 1

Suppose that α ≤ γlC
L − 1 holds.

1. We start with capital-to-asset ratios satisfying 0 < k̂ ≤ α. Cross-border financial

services are then associated with higher payments than multinational banking if

Δ0≤k̂≤α =
W (0)

1 + k̂
− 3V (1, 0) + U (0, 0)

2
> 0. (59)

In what follows we show that (59) reaches its maximum at k̂ = 0 and that this

maximum is strictly positive if and only if 3
5 >

(γh−γl)C
γlC−L

.
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(a) Differentiating the expression in (59) yields

d

dk̂
Δ0<k̂≤α =

C

2

(
γh

8k̂ + 4k̂2 + 4
− (3 + k̂)γl

3k̂ + 3k̂2 + k̂3 + 1

)
. (60)

The difference will thus have its maximum at k̂ = 0 if (60) is negative, or if

γh

γl
<

(8k̂ + 4k̂2 + 4)(3 + k̂)

3k̂ + 3k̂2 + k̂3 + 1
. (61)

This is true as the RHS in (61) is at least 8, while the LHS is smaller than 2.

The latter is implied by assumption (1), which requires firstly that γhC < 2L,

or, equivalently, γh

γl < 2L
γlC

, and secondly γlC > L, or, equivalently 2L
γlC

< 2.

(b) For k̂ = 0, rearranging (59) yields that Δ0≤k̂≤α > 0 if

3
5

>

(
γh − γl

)
C

γlC − L
. (62)

It can easily be checked that this condition holds for at least some parameters,

for instance for γh and γl being very close to each other.

2. When α < k̂ ≤ γlC
L − 1, cross-border financial services still dominate multinational

banking if

Δ
α<k̂≤ γlC

L
−1

=
W (0)

1 + k̂
− V (1, 0) + U (0, 0)

1 + k̂
> 0. (63)

Differentiating this expression yields

d

dk̂
Δ

α<k̂≤ γlC
L

−1
=

1
4

γh−2γl

1+k̂
C − [W (0) − V (1, 0) − U(0, 0)](

1 + k̂
)2 , (64)
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which is strictly negative for Δ
α<k̂≤ γlC

L
−1

≥ 0. This, however, means that cross-

border financial services are associated with higher repayments if multinational bank-

ing has not already become dominant for some k̂ ≤ α. In that case it also means

that the comparative advantage of cross-border financial services over multinational

banking further declines when k̂ increases. Moreover, once multinational banking

dominates for some capital-to-asset ratio, there will be no k̂ beyond that ratio for

which cross-border financial services will become better again.

3. For all γlC
L −1 < k̂ cross-border financial services will always yield lower repayments

than multinational banking. If k̂ ≤ γhC
L − 1 the respective difference in repayments

is

Δ γlC
L

−1<k̂≤ γhC
L

−1
=

1
2

γl − γh

1 + k̂
C +

1
4

L − γhC

1+k̂

1 + k̂
< 0 (65)

while for k̂ > γhC
L − 1 we have

Δ γhC
L

−1<k̂≤1
=

1
2

γlC + L

1 + k̂
− 1

2
γhC + L

1 + k̂
< 0. (66)

Case 2

Suppose that γlC
L − 1 < α holds.

1. If 0 < k̂ ≤ γlC
L − 1, cross-border financial services will be associated with higher

payments than multinational banking if

Δ
0<k̂≤ γlC

L
−1

:=
W (0)

1 + k̂
− 3V (1, 0) + U (0, 0)

2
> 0. (67)
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By the same arguments as in Case 1, first part, the difference in repayments reaches

its maximum at k̂ = 0, which is strictly positive if and only if 3
5 >

(γh−γl)C

γlC−L
.

2. When γlC
L − 1 < k̂ ≤ α, cross-border financial services will never yield higher repay-

ments because

Δ γlC
L

−1<k̂≤α
=

2W (1) −
(
1 + k̂

)
[3V (1, 0) + U (0, 0)]

2
(
1 + k̂

) < 0. (68)

3. By the same arguments as in Case 1, third part, cross-border financial services will

always yield lower repayments than multinational banking when α < k̂ .
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Baele, L., Ferrando, A., Hördahl, P., Krylova, E., Monnet, C., 2004. Measuring financial

integration in the Euro area. Occasional Paper 14. European Central Bank.

Barth, J.R., Caprio Jr., G., Levine, R., 2006. Rethinking Bank Regulation. Cambridge

University Press. Cambridge.

Basel Committee, 2005. International Convergence of Capital Measurement and Capital

Standards. A Revised Framework. Bank for International Settlements, Basel.

Brusco, S., Panunzi, F., 2005. Reallocation of corporate resources and managerial incen-

tives in internal capital markets. European Economic Review 49, 659-681.

Buch, C., Lipponer, A., 2007. FDI versus exports: Evidence from German banks. Journal

of Banking and Finance 31, 805-826.

Campello, M., 2002. Internal capital markets in financial conglomerates: Evidence from

small bank responses to monetary policy. The Journal of Finance 57, 2773-2805.

48



Cerutti, E., Dell’Ariccia, G., Martinez Peria, M.S., forthcoming, How banks go abroad:

Branches or subsidiaries. Journal of Banking and Finance.

De Haas, R., Naaborg, I., 2006. Foreign banks in transition countries: To whom do they

lend and how are they financed? Financial Markets, Institutions and Instruments 15,

159-199.

De Haas, R., van Lelyveld, I., 2006. Foreign banks and credit stability in Central and

Eastern Europe. A panel data analysis. Journal of Banking and Finance 30, 1927-1952.

Diamond, D.W., Rajan, R.G., 2000. A theory of bank capital. The Journal of Finance

55, 2431-2465.

Diamond, D.W., Rajan, R.G., 2001. Liquidity risk, liquidity creation, and financial

fragility: A theory of banking. The Journal of Political Economy 109, 287-327.

Diamond, D.W., Rajan, R.G., 2005. Liquidity shortages and banking crisis. The Journal

of Finance 60, 615-647.

Dunning, J.H., 1977. Trade, location of economic activity and MNE: A search for an eclec-

tic approach. In: Ohlin, B.G., Hesselborn, P.-O., Wijkman, P.M. (Eds),The International

Allocation of Economic Activity. Macmillan, London, pp. 395-418.

Dunning, J.H., 1981. International Production and the Multinational Enterprise. Allen

and Unwin, London.
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