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1 Introduction

Principal-agent models are the most common way of analyzing economic situations that are

not market-mediated, and they have been used extensively to address questions of how to

provide incentives in settings where there are informational constraints and asymmetries.

However, there has existed no simple way of understanding how the principal-agent rela-

tionship would work in general settings in which the agent’s decisions and the underlying

economic processes occur continuously. Moreover, as the problem is usually studied, there are

a number of intuitive and technical problems, such as the potential infeasibility of the first-

order approach and the calculational difficulties in many recursive formulations. I provide

a general characterization of the dynamic principal-agent moral hazard/hidden action prob-

lem in continuous time, and I explicitly characterize its solution in an easy-to-understand

way. I then analyze the solution, including its interesting real-option characteristics and

comparative statics.

The basic hidden action model consists of a project owned by the principal but managed

by the agent. It is assumed that the agent exerts some unobservable level of effort that

determines how profitable the project is. My model allows for a fully general contract that

pays both intermediate and terminal consumption. I allow the agent to have general, a

non-separable utility function for intermediate consumption and effort (u(c, µ)) and I allow

the agent’s choice of effort to affect the agent’s wealth from observable outside activities or

perks in addition to his salary. I also allow for stochastic volatility and assume only local (as

opposed to global) concavity for the problem. With this, I can write the optimal contract as

a single stochastic process taking the principal’s choices as arguments – I can write the op-

timal contract for any effort level the principal chooses to implement in terms of the actions

the contract induces and the agent’s wealth. Importantly, this process involves only one

state variable – the agent’s financial wealth – and it does not involve solving any integrals

or lagrange multiplier problems. I can then characterize the principal’s problem as a maxi-

mization over two variables (effort and consumption or contract volatility and consumption).

Any application can be solved from that point using simple and well understood optimal

control (or numerical) techniques. However, I continue to consider the problem analytically

to understand several properties of the contract, the most important of which has to do with

the real option the principal has in employing the agent.

The primary contribution of this paper is a representation of any optimal contract for
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a very general class of principal-agent models that is simple to compute. In particular, the

representation does not have any non-local wealth effects despite accepting any valid utility

function: if the agent were terminated today with wealth W , then the wealth effects can be

summarized as a function of the agent’s coefficient of absolute risk aversion evaluated at W .

This is surprising because it holds true even with non-CARA utility and with intermediate

consumption, and it applies regardless of the effort choice that the contract induces. In other

words, the contract is fully myopic, which differs from every other analysis of the dynamic

principal-agent problem of which I am aware. The result follows from the continuous nature

of the agent’s decision problem: because each choice has an infinitesimal impact on the

evolution of the economy, only the local curvature of the utility function matters. Because

I can account for all the agent’s costs and all the principal’s promises as they occur, I can

exactly identify the local curvature and characterize the agent’s decision purely in terms of

those costs and promises.

There is an interesting dynamic property of the optimal contract that has no analog in

static models and is missing from linear contracting/exponential utility models. The princi-

pal has a real option with regards to employing the agent, and the principal’s employment

decision resembles options exercise decisions. While the principal will never terminate the

agent if he can make a short term gain by employing him, the principal will frequently employ

the agent even if he suffers a short term loss from doing so. The reason is that as the agent’s

past successes and failures accumulate, the principal’s cost of reimbursing the agent for his

effort changes, so the principal will employ the agent at a loss in the hope that the cost of

employing the agent will move in an advantageous direction. Thus, the principal keeps his

real option open by employing the agent and exercises the option by terminating him. The

underlying variable that determines the option’s value is the agent’s financial wealth.

I can use the explicit form of the dynamic optimal contract to provide new insight into

old properties. I am able to show, for example, that reward smoothing – the fact that if

the agent does well today he will receive more consumption today and more consumption

tomorrow – is a function of the principal’s cost minimization decision and is not related to

motivating the agent’s effort choice. This result is because the agent’s effort choice depends

on the volatility of the agent’s continuation value function rather than the distribution of

intermediate consumption.

By analyzing the evolution of the agent’s continuation value, I show exactly how the

contract has a “memory”. However, while comparative statics – for example, how past
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failures affect future opportunities – can be stated explicitly for a given date and state, they

cannot be signed across the whole state space in most models, without strong assumptions

on the form of the utility functions. Lastly, the analysis shows that standard comparative

statics – that the consumption and effort choices of the principal are monotonic in the agent’s

continuation utility level – are not general. The consumption comparative static fails when

there is an interaction between consumption and effort choice: when effort choice is constant

in a particular region, the agent’s consumption will be monotonic with his continuation

utility, but this is not necessarily so when the principal is willing to change the implemented

effort level. The effort comparative static fails because the principal faces two costs of

employing the agent, the cost of reimbursing the agent for his effort and the cost of insuring

the agent against risk. These costs may increase in opposite directions yielding a non-

monotonic choice of effort.

The model can also be expanded to include a stochastic termination time – for example,

the principal could choose to fire the agent or the agent could choose to quit if either party’s

continuation value fell low enough. If the principal can commit to letting the agent walk

away with all of his earned wealth, then the agent can be kept on the edge of indifference

between working and not working. My analysis shows what that level of wealth must be.

The same condition allows me to state that the agent can be made willing to accept a re-

negotiation in the contract if the principal wishes to implement time-inconsistent policies.

However, this does require that the agent not have rational expectations about any potential

re-negotiation. My analysis shows that the principal will wish to renegotiate the contract,

and the agent will agree, any time it would improve the principal’s welfare to transfer wealth

to the agent.

The seminal paper in the continuous time contracting literature is Holmstrom and Mil-

grom (1987) which shows that when the problem does not involve wealth effects or a changing

economic environment, the resulting contract is linear in output. This is an important eco-

nomic result that is further systematized in Schättler and Sung (1993), Sung (1995), and

Ou-Yang (2003). Calculating equilibria with wealth effects and changing economic condi-

tions has been mostly addressed in discrete time formulations, first in two period models

such as Rogerson (1985b). Spear and Srivastava (1987) simplify the problem by using the

agent’s continuation value as a state variable and Phelan and Townsend (1991) extend the

dynamic analysis to many other types of problems. A useful discussion of perks and other

non-financial benefits and their economic effects is contained in Marino and Zábojńık (2006).
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A number of recent important papers address the continuous time problem in order to

simplify the calculations. Sannikov (2006) created a continuous time model for which the

solution can be characterized by an ordinary differential equation. DeMarzo and Sannikov

(2004) shows how this approach can work in an application to agency costs and capital

structure. Cadenillas, Cvitanić, and Zapatero (2005) shows how the problem can be solved

with full information, while Cvitanić and Zhang (2006) extends the Holmstrom and Milgrom

(1987) model with adverse selection and non-exponential utility functions. Williams (2004)

uses a general approach, including hidden savings, and is able to characterize the solution as

a system of forward-backward stochastic differential equations. While the economy I analyze

is nearly as general as that in Williams (2004), my methods and the simplicity of the contract

form go significantly further than other papers in obtaining closed form solutions to general

problems and in evaluating the contract itself.

The paper proceeds as follows: Section 2 lays out the model, including the information

sets and objective functions. Section 3 analyzes the optimal contract using the principal’s

assessment of the agent’s problem and the agent’s actual maximization decision. Section 4

follows with a simplification of the principal’s problem and some comparative statics. The

real options results can be found in section 4.2. Section 5 concludes.

2 The Model

Information Structure

Uncertainty is described by two independent Brownian motions, {B(t, ω), Z(t, ω)}, for 0 ≤
t ≤ T , defined on a complete probability space (Ω,F , P). Bt is the augmented filtration

generated by {Bt, Zt}. The probability space fulfills the usual conditions. All processes I

consider are appropriately adapted to Bt, and, unless otherwise specified, all expectations

are taken with respect to the probability measure P.

I also introduce the processes Y and w, such that

dYt = µtdt + σtdBt

dwt = g(µt)dt + φtdZt

where µt and g(µt) will be defined later. Y0 is a constant and w0 = 0. Yt is the augmented
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filtration generated by {Yt, wt}. σt and φt are positive Yt-measurable elements of L2.
1

It will turn out that Bt represents the agent’s information set, while Yt represents the

principal’s information set. This means that the agent can observe every element in the

economy, including the path of {Bt, Zt}, while the principal can only observe the path of

{Yt, wt}.2

Opportunities

There is a risky project in the economy that pays a cumulative dividend Yt over the interval

[0, t] and terminates at time T . The rights to the projects are owned by the principal, but

he hires an agent to undertake the project. The agent exerts a control, µt, that determines

the evolution of Y :

dYt = µtdt + σtdBt (1)

I will assume that the agent chooses µt ∈ M , where M is a compact set in which the smallest

value is 0. Moreover, µ must be an element in L1. Both discrete (e.g. M = {0, H}) and

continuous (e.g. M = [0, H ]) choice sets are allowed.

The agent also has access to outside investment opportunities or perks that pay a cumu-

lative amount wt over the interval [0, t] with

dwt = g(µt)dt + φtdZt (2)

The function g represents the effect of the agent’s effort on his outside activities. For example,

g could represent a financial cost of effort: as he spends more time and effort on the principal’s

1The spaces L1 and L2 are

L1 =

{

X :

∫

T

0

|Xt|dt < ∞ a.s.

}

L2 =

{

X :

∫

T

0

X2

t
dt < ∞ a.s.

}

2Throughout the paper, I use Yt to denote the filtration generated by Y and w, rather than just Y . It
is not important that the noise in Y and the noise in w are uncorrelated, only that their correlation is not
1. Keeping the correlation less than one will ensure that the principal cannot use the paths of Y and w to
infer the drifts.
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project, his outside activities and investments suffer.3 Similarly, g could represent an outside

gain from effort: as the agent exerts more effort, he may gain knowledge that he can use

outside of his work for the principal. Alternately, wt could represent the financial value of

perks associated with the agent’s position. Thus, I do not restrict g to be increasing or

decreasing (or even continuous), but I do assume that g(0) = 0 and g(µ) ∈ L1. In either

case, however, the principal can observe the w process. The term φtdZt represents a random

return on investments or perks, and it also acts to prevent the principal from using the

agent’s outside income to infer µ from the path of w.

In return for the agent’s labor, the principal offers the agent a contract or sharing rule that

pays the agent a cumulative amount St (salary) over the interval [0, t] and an intermediate

consumption process c. The principal cannot directly observe µ, but he can observe the

history of Y and w. As a result, the principal offers payments at time t that depend on the

entire path of {Y, w} on [0, t]. This captures the principal’s imperfect information about the

agent’s controls. More rigorously, the principal is restricted to offering a contract in which

St and ct are Yt-measurable and E [St] exists and is finite. I will assume that ct ∈ C, where

C is a compact set. Moreover, c must be an element in L1. Both discrete (e.g. C = {0, H})
and continuous (e.g. C = [0, H ]) choice sets are allowed.

The two income processes for the agent, S and w, make up the agent’s financial wealth

process W :

dWt = dSt + rWtdt + dwt (3)

where W0 = S0. r ≥ 0 is a constant and rWt represents the fact that any wealth the agent

has is invested at a constant risk-free rate. It is important that the principal’s observations

of S and w allow him to observe W as well.

In this paper, I present two different versions of the principal-agent problem. The first

is the version outlined above when dwt 6= 0. In this model, the agent has some outside

opportunities that bring in some noisy income but that income is affected when the agent

exerts effort on the principal’s project. The second version sets dwt = 0 (so g(µt) = φt = 0)

and represents a model in which the principal simply awards the agent a consumption stream

3Since φt is Yt-measurable, the problem is substantively unchanged if I say the agent’s outside income is
φtWtdZt plus some drift, where Wt is the agent’s total wealth. As we will see, the fact that the principal
can observe w implies that the principal can observe the agent’s total wealth as well. Some readers might
find φtWtdZt more intuitively appealing as a form of risky investment return.
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over time with a lump-sum payment at the end of the economy.

Objectives – Agent

The agent’s objective function is

E

[
∫ T

0

e−rtu (ct, µt) dt + e−rTv (WT )

]

(4)

where u and v are utility functions. As is standard, I assume that u and v are three times

continuously differentiable.

This specification allows for two potential costs or benefits associated with the agent’s

effort. The first cost is a dis-utility of effort, captured by the argument µt in the function

u (ct, µt). This can represent any time-specific effort cost, and it includes models in which

effort is additively separable (ex: u(ct, µt) = h(ct)−j(µt)) as well as models in which the agent

pays a time specific, financial opportunity cost for his effort (ex: u(ct, µt) = h(ct − j(µt))).

The second potential cost or benefit from effort is the financial effect of effort g(µt),

already mentioned, with g(0) = 0 and g twice-continuously differentiable. It will turn out

that the two different costs of effort can have very different economic consequences.

The agent has an outside opportunity that he values with a certainty equivalent utility

of Û . The agent will only accept the principal’s contract if

max
µ

E

[
∫ T

0

e−rtu (ct, µt) dt + e−rT v (WT )

]

≥ Û (5)

The participation constraint is enforced only at time 0 (when the contract is signed), although

I will show in the discussion of commitment that an analogous constraint can be enforced

on the entire [0, T ] interval.

Assuming the agent accepts the contract, his problem is to find µ∗ so that

µ∗ ∈ arg max
µ

E

[
∫ T

0

e−rtu (ct, µt) dt + e−rTv (WT )

]

(6)

s.t. (i) dYt = µtdt + σtdBt

(ii) dWt = dSt + rWtdt + g(µt)dt + φtdZt

where St and ct are understood to be functions of Y and w.
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If µ∗ solves the agent’s problem for {S, c}, then I say that {S, c} implements µ∗ (equiva-

lently, µ∗ is incentive compatible with {S, c}).

Objectives – Principal

The principal’s objective function4 is

E

[

Y0 − S0 +

∫ T

0

e−rt (dYt − dSt)

]

(7)

The principal’s problem is to maximize his objective function subject to the constraints that

the agent accepts the contract and that the agent behaves optimally. Thus, the principal’s

problem is to find {S∗, c∗} so that5

{S∗, c∗} ∈ arg max
S,c

E

[

Y0 − S0 +

∫ T

0

e−rt (dYt − dSt − ctdt)

]

(8)

s.t. (i) µ[S, c] solves the agent’s problem

(ii) dYt = µt[S, c]dt + σtdBt

(iii) dWt = dSt + rWtdt + g(µt[S, c])dt + φtdZt

(iv) E

[
∫ T

0

e−rtu (ct, µt) dt + e−rT v (WT )

]
∣

∣

∣

∣

µ=µ[S,c]

≥ Û

Additional Assumptions

In addition, I require the problem to exhibit “local concavity” and a type of invertibility:

Assumption 1 [Concavity]: For any positive real number p1, real number p2, and feasible

value of ct, it is the case that

p1µt + u(ct, µt) + p2g(µt)

has a unique maximum across µt for µt ∈ M .

4The results about the form of the contract in section 3 do not require that the principal is risk neutral.
The same results would hold if the principal’s objective function were any function that was increasing in
the principal’s consumption. However, some of the results from section 4 do require risk neutrality.

5I assume that the principal has the choice to undertake the project or not. It may be the case that the
project evolution and the various constraints make the principal worse off with the project than without –
his certainty equivalent wealth from undertaking the project may be less than zero or fail to exist. In this
case, I say that the principal rejects the project.
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I call this local concavity because it is assessed state-by-state rather than for the problem

as a whole.

Assumption 2 [Invertibility]:For any feasible processes µ, c, and value WT , it is the case

that an X exists so that

E

[
∫ T

0

e−rtu (ct, µt) dt + e−rTv (WT ) |Bt

]

=

∫ t

0

e−rsu (cs, µs) ds + e−rtv(X)

This amounts to assuming that no matter what the contract is, the agent has a certainty

equivalent wealth. The assumption is easily met for common utility functions such as CARA

and CRRA.

Equilibrium

An equilibrium consists of a contract {S∗, c∗} and an implemented level of effort µ∗. µ∗ must

be adapted to the agent’s information set Bt and solve the agent’s problem (6). {S∗, c∗}
must be adapted to the principal’s information set Yt and solve the principal’s problem (8).

3 The Agent’s Problem

In this section I will describe the optimal contract as a function of the equilibrium level of

effort. This will allow me to write the principal’s problem of choosing a contract as simply

a choice of what effort level to implement. Since a major point of this paper is finding an

easy-to-apply solution method, I will present the method in the text and leave the rigorous

details to the proofs in the appendix.

3.1 Contract Value and Uniqueness

The first step in identifying an optimal contract is to notice that there are many different

salary processes that result in the same choices for the principal and for the agent. In fact,

any two salary processes that deliver the same present value of payments over [0, T ] will

result in the same choices by the agent; the principal will also be indifferent between them.

The agent is indifferent because he can borrow and save at rate r, while the principal is risk

neutral.
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Definition 1 [Equivalence]: Any two salary processes S and Ŝ are equivalent if

S0 +

∫ T

0

e−rtdSt = Ŝ0 +

∫ T

0

e−rtdŜt

almost surely.6

Even though the two contracts deliver different salary payments to the agent, the total

value of the payments is the same. In that case, the two contracts result in the same choices

and utilities for both the principal and the agent:

Proposition 1 [Contract Equivalence]: Assume that the contracts {S, c} and {Ŝ, c} have

equivalent salary processes. Then the solution to the agent’s problem is the same for both

contracts. In addition, the principal and the agent achieve the same level of utility under the

two contracts.

If two salary processes give rise to the same value of WT (almost surely across paths of

{Y, w}), then the two salary processes are equivalent.

This proposition means that a valid strategy for finding an optimal contract is to find

the value of WT that results from the agent using his optimal controls, and then find an St

that, combined with the agent’s optimal controls and wt, generates WT . That St will be a

salary process for which all optimal salary processes are equivalent.

Intuitively, knowing WT reveals how much wealth the agent has at T , while knowing the

agent’s effort choices and w reveals how much the agent has acquired along the way. Putting

those together reveals how much wealth the agent has received through the contract. Since

the distribution of the discounted value of that wealth over time does not matter (equivalence

of salary implies the same optimal control), I need only find one particular salary process

that results in the given WT . I go through this procedure in the next section.

3.2 The Contract Form

In solving the agent’s problem, I am looking for all the salary processes (St) that induce a

particular control choice by the agent. However, the principal assumes the agent behaves

6The equality is almost sure across paths of Y and w rather than B and Z because St is Yt-measurable
rather than Bt-measurable.
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optimally (8i) when he sets St. I will use the fact that any optimal contract for the principal

must in turn create an optimal control and a utility process for the agent. However, instead

of using Girsanov’s theorem and the weak method to solve for the agent’s optimal control

(as in Sannikov (2006) or Schättler and Sung (1993)), I will unravel the agent’s utility using

the principal’s information set. I will then combine the principal’s assessment of the agent’s

terminal wealth with his assumptions about the agent’s control choice to find the payment

process.

The first step in writing down the contract form is to define the agent’s utility process

using the principal’s information set. The key observation is that knowing the agent’s final

wealth level WT is the same as knowing the agent’s terminal utility level (e−rT v(WT )). Since

the agent’s wealth level is YT -measurable, we find the Yt-measurable evolution of the agent’s

utility function:

Vt = E

[
∫ T

0

e−rtu (ct, µt) dt + e−rT v (WT ) |Yt, µt = µ∗
t

]

(9a)

=

∫ t

0

e−rsu (cs, µ
∗
s) ds + e−rtUt (9b)

Here, Vt is the principal’s estimate of the agent’s total expected utility, while Ut is the

total utility the principal expects the agent to receive in the future. Both expressions are

evaluated using only the principal’s information set – the information on which the actual

payments are based. They are also evaluated under the constraint that the agent is actually

choosing the level of effort and consumption that the principal wishes to implement, µ =

µ∗
t = µ[S, c], because the principal assumes that the agent behaves optimally (8i) when

determining payment. We will ignore, for the moment, the value the agent’s optimal control

actually takes.

Solving the principal’s problem implies that the agent’s participation constraint must

bind exactly. Since the principal’s and agent’s information sets coincide at time 0, it must

also be the case that V0 = U0 = Û .

The second step is to represent Vt in a tractable way. Because Vt is a martingale with re-

spect to the information set Yt (by the law of iterated expectations), we can use a Martingale

Representation Theorem to show that there exist βt and γt processes so that

dVt = e−rtβt (dYt − µ∗
tdt) + e−rtγt (dwt − g(µ∗

t )dt) (10)
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where dYt − µ∗
tdt and dwt − g(µ∗

t )dt have zero drift (and dYt and dwt are what the principal

can directly observe). Substituting (10) into (9b) and using Ito’s lemma yields

dUt = rUtdt − u (ct, µ
∗
t ) dt + βt (dYt − µ∗

tdt) + γt (dwt − g(µ∗
t )dt) (11)

as an expression for the evolution of the agent’s future expected utility. In equations (10)

and (11), βt and γt represent the principal’s control over the volatility of the agent’s utility.

The third step is to use the principal’s estimate of the agent’s utility (Ut) to find the

value of the principal’s payment to the agent (St through WT ). Since UT = v(WT ), I will

examine the wealth process Wt with Ut = v(Wt) and Û = v(W0) and find the salary process

St that supports it. This will result in one particular salary and wealth process pair that

produces the required utility process and terminal wealth. However, proposition 1 shows

that any other salary and wealth pair must be equivalent to the pair I find.7

To proceed, I substitute Ut = v(Wt) into (11), and using Ito’s lemma, find that

v′(Wt)dWt +
1

2
v′′(Wt) (vol(Wt))

2
dt (12)

= rv(Wt)dt − u (ct, µ
∗
t ) dt + βt (dYt − µ∗

tdt) + γt (dwt − g(µ∗
t )dt)

where vol(Wt) is the volatility of Wt. Matching diffusion terms shows that

(vol(Wt))
2 =

(

βtσt

v′

)2

+

(

γtφt

v′

)2

I can now solve for the payment process from (12), substituting dWt from the agent’s budget

constraint (3):

dSt = −u (ct, µ
∗
t )

v′(Wt)
dt +

rv(Wt)

v′(Wt)
dt − v′′(Wt)

v′(Wt)

1

2

(

βtσt

v′(Wt)

)2

dt − v′′(Wt)

v′(Wt)

1

2

(

γtφt

v′(Wt)

)2

dt

−rWtdt +
βt

v′(Wt)
(dYt − µ∗

tdt) +

(

γt

v′(Wt)
− 1

)

dwt −
γt

v′(Wt)
g(µ∗

t )dt

7Critical to the procedure mentioned is that Wt is Yt-measurable (effectively observable to the principal
through the S and w processes). An alternate procedure: Since the principal sets dSt and observes dwt, I
could also say here that the principal sets dWt through the budget constraint. Then, WT is the time T value
of a process Wt with Ut = v(Wt). This gives me a unique value for WT in terms of dYt, dwt, βt, γt, and µ∗

t
,

which define the evolution of Ut. Using the budget constraint, I could find S0 +
∫

T

0
e−rtdSt uniquely and

one value of dSt that generates it. Then I would state that all other salary processes were equivalent to the
one I found. This procedure involves slightly more steps than the discussion in the text but gives the same
result.
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with v(S0) = Û .

Otherwise, if dwt = 0, then φt = g(µt) = 0 and γt = 0 (since Vt can no longer depend on

shocks to Zt), and so

dSt = −u (ct, µ
∗
t )

v′(Wt)
dt +

rv(Wt)

v′(Wt)
dt − v′′(Wt)

v′(Wt)

1

2

(

βtσt

v′(Wt)

)2

dt

−rWtdt + ctdt +
βt

v′(Wt)
(dYt − µ∗

tdt)

The payment processes (St) are expressed entirely as a function of things the principal

observes (Yt, Wt, and wt), things the principal controls (βt, γt, and ct), and things the

principal assumes (µt = µ∗
t ). The principal controls the volatility of the agent’s expected

utility process (βt and γt) by controlling the volatility of the agent’s payment process (through

the coefficients on dYt and dwt). After substituting a(Wt) = −v′′(Wt)
v′(Wt)

, I have a formal

statement:

Theorem 2 [Contract Form]: Assume the contract solves the principal’s problem (8),

implements µ∗, and dwt 6= 0. Then the payment process is equivalent to the process St, with

Û = v(S0) and

dSt = −u (ct, µ
∗
t )

v′(Wt)
dt − dwt − rWtdt + r

v(Wt)

v′(Wt)
dt (13)

+a(Wt)
1

2

(

β(t,Yt)σt

v′(Wt)

)2

dt + a(Wt)
1

2

(

γ(t,Yt)φt

v′(Wt)

)2

dt

+
β(t,Yt)

v′(Wt)
(dYt − µ∗

tdt) +
γ(t,Yt)

v′(Wt)
(dwt − g(µ∗

t )dt)

where β(t,Yt) and γ(t,Yt) are undetermined process (to be chosen by the principal) such that

e−rtβtσt and e−rtγtφt are in L2 and a(Wt) = −v′′(Wt)
v′(Wt)

is the agent’s coefficient of absolute

risk aversion.

If dwt = 0, then the payment process is equivalent to the process St, with Û = v(S0) and

dSt = −u (ct, µ
∗
t )

v′(Wt)
dt − rWtdt + r

v(Wt)

v′(Wt)
dt + a(Wt)

1

2

(

β(t,Yt)σt

v′(Wt)

)2

dt (14)

+
β(t,Yt)

v′(Wt)
(dYt − µ∗

tdt)

13



Moreover, for both payment processes (13) and (14),

E

[
∫ T

0

e−rtu (ct, µt) dt + e−rT v (WT ) |Bt, µ = µ∗

]

=

∫ t

0

e−rsu (cs, µ
∗
s) ds+ e−rtv(Wt) (15)

The last equation (15) means that the agent’s total financial wealth, Wt, is also the

agent’s certainty equivalent wealth under the particular contract given in equations 13 or 14.

This fact is the reason I do not require any forward looking variables to form my contract

representation and it is at the heart of many of the useful extensions that this method allows.

Discussion

Theorem 2 greatly constrains the set of potential optimal contracts. It shows that any

optimal contract must be the outcome of a specific Yt-measurable process, St, characterized

by the yet unknown volatility processes βt and γt. Furthermore, the contract can be stated

as a function of one state variable (Wt), which reflects the agent’s financial wealth and his

continuation value (15).8 This is not a statement about the realized value of the payment

the principal makes to the agent given that he uses the optimal control. Instead, it is a

statement about the value of the payment the principal makes to the agent for any control

the agent uses. One can see this result by noticing that the salary (13) is a function of both

the optimal control (µ∗ – known to the principal) and the control the agent actually uses

(µ through dYt). Theorem 2 shows that instead of studying all possible contracts, we can

restrict our attention to contracts in which (13) holds. As a result, the agent’s optimization

decision will be easier to handle.

The payment process is made up of four separate but interpretable parts. The first part

is re-payment of direct costs:

−u (ct, µ
∗
t )

v′(Wt)
dt − dwt − rWtdt

These terms reflect the fact that the principal must pay the agent in order to compensate

him for his direct costs. However, when the agent is paid more intermediate utility or

gains a benefit from his effort, then the principal can pay the agent less by those amounts.

Similarly, when the agent is able to capture the interest benefit from his wealth, the principal

8In making this statement, I am using the fact that c, β and γ are set by the principal, and we will see
in section 5 that the principal’s problem also has only one state variable: v(Wt).
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can reduce the salary by a corresponding amount. The second part of the salary process is

promise keeping

r
v(Wt)

v′(Wt)
dt

which comes from the fact that the agent’s wealth has to increase to offset the fact that later

consumption and wealth are discounted.

The final two parts of the salary are the insurance terms

a(Wt)
1

2

(

βtσt

v′(Wt)

)2

dt + a(Wt)
1

2

(

γtφt

v′(Wt)

)2

dt

and the incentive terms

βt

v′(Wt)
(dYt − µ∗

tdt) +
γt

v′(Wt)
(dwt − g(µ∗

t )dt)

The incentive terms represent the agent’s gain from exerting effort from the project or from

his outside opportunities. The β and γ processes measure the “slope” of the contract and

the agent’s exposure to his own choice of effort and to the two sources of idiosyncratic risk,

B and Z. Because the agent is risk averse, his exposure to risk must be compensated in

proportion to the amount of risk. Thus, the insurance terms represent the standard hidden

action cost of implementing a steep contract and a high level of effort.

The key feature of the representation of the terminal consumption process in (13) is that

it exactly compensates the agent for his costs – both direct costs from u(ct, µt) and g(µt)

and indirect costs from risk – at the moment they are incurred. This means that agent is

effectively myopic. To see this, observe that equation (15) implies that, given St, the agent’s

future expected utility gain on (t, T ] is always zero. So, while the agent can always affect his

current situation (Wt), he does not change his future opportunities at the optimal effort level.

The agent’s myopia means that one can calculate all the quantities in the contract directly –

none is based on a forward looking variable, like certainty equivalent wealth. This represents

a significant advance over previous work that requires calculations involving forward looking

expectations, or that assumes local risk aversion (a(·)) is the same as global risk aversion

(CARA).
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3.3 The Agent’s Optimal Control

Section 3.2 provides the form of any optimal contract in terms of the effort level that contract

implements. We have the optimal contract as a function of the “slope” of the contract

({β, γ}), the agent’s optimal control (µ∗), the agent’s actual control (µ), and the agent’s

intermediate consumption (c). However, we do not yet know how to make the contract

incentive compatible; we need to know how the principal sets {β, γ, c} in order to control the

agent’s choice of µ. So, to proceed, we must find the correspondence between contract slope

and effort level. I will use dynamic programming techniques to solve this problem.

Given the contract in theorem 2, the agent’s problem is to maximize his objective function

(6). It will be clear that by constructing the payment process according to the procedure in

section 3.2, the optimal control problem becomes easy to solve (despite its apparent length

– many terms will cancel).

I will use the continuous time version of the Hamilton-Jacobi-Bellman equation in the

text. I will then present a verification theorem that confirms the HJB result and is proved in

the appendix. To continue, if V (t, Wt) represents the agent’s value function with V (T, WT ) =

e−rT v(WT ) (the terminal condition), then µ∗ is the optimal control and V is the value function

when µ∗
t solves

0 = max
µt

[

e−rtu(ct, µt)dt + E [dV (t, Wt)]
]

First, we must establish the evolution of the variable of interest, Wt. I can combine the

budget constraint (3) with the form of the payment process (13) and perform some algebra

to obtain

dWt = a(Wt)
1

2

(

βtσt

v′(Wt)

)2

dt + a(Wt)
1

2

(

γtφt

v′(Wt)

)2

dt − u(ct, µ
∗
t )

v′(Wt)
dt + r

v(Wt)

v′(Wt)
dt

+
βt

v′(Wt)
(µt − µ∗

t ) dt +
γt

v′(Wt)
(g(µt) − g(µ∗

t )) dt (16)

+
βt

v′(Wt)
σtdBt +

γt

v′(Wt)
φtdZt

16



Second, using Ito’s lemma, the HJB equation is

0 = max
µt

[

e−rtu(ct, µt) +
∂

∂t
V + VWW

1

2

(

(

βtσt

v′(Wt)

)2

+

(

γtφt

v′(Wt)

)2
)

(17)

VW

(

a(Wt)
1

2

(

βtσt

v′(Wt)

)2

+ a(Wt)
1

2

(

γtφt

v′(Wt)

)2

− u(ct, µ
∗
t )

v′(Wt)
+ r

v(Wt)

v′(Wt)

+
βt

v′(Wt)
(µt − µ∗

t ) +
γt

v′(Wt)
(g(µt) − g(µ∗

t ))

)]

However, theorem 2 and the derivation in section 3.2 have already shown that V (t, Wt) =

e−rtUt = e−rtv(Wt). So, we will use V = e−rtv(Wt) as the candidate value function. Using

that candidate, we see that the second order conditions in (17) are met by assumption, that

the maximum is obtained at

µ∗
t = arg max

µt

u(ct, µt) + βtµt + γtg(µt)

and that the right hand side of (17) equals zero when µt = µ∗
t .

If dwt = 0, then dWt becomes

dWt = −u (ct, µ
∗
t )

v′(Wt)
dt +

rv(Wt)

v′(Wt)
dt + a(Wt)

1

2

(

βtσt

v′(Wt)

)2

dt (18)

+
βt

v′(Wt)
(µt − µ∗

t ) dt +
βt

v′(Wt)
σtdBt

and the HJB equation becomes

0 = max
µt

[

e−rtu(ct, µt) +
∂

∂t
V + VWW

1

2

(

βtσt

v′(Wt)

)2

(19)

VW

(

a(Wt)
1

2

(

βtσt

v′(Wt)

)2

− u(ct, µ
∗
t )

v′(Wt)
+ r

v(Wt)

v′(Wt)
+

βt

v′(Wt)
(µt − µ∗

t )

)]

Again, we use the candidate value function e−rtv(Wt) to see that second order conditions in

(19) are met by assumption, that the maximum is obtained at

µ∗
t = arg max

µt

u(ct, µt) + βtµt
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and that the right hand side of (19) equals zero when µt = µ∗
t .

A verification theorem proves that these are indeed the incentive compatible controls:

Theorem 3 If dwt 6= 0 and the principal offers the agent a contract equivalent to the one

in (13), then the contract implements µ∗ if and only if

µ∗
t = arg max

µt

u(ct, µt) + β(t,Yt)µt + γ(t,Yt)g(µt) (20)

If dwt = 0 and the principal offers the agent a contract equivalent to the one in (14), then

the contract implements µ∗ if and only if

µ∗
t = arg max

µt

u(ct, µt) + β(t,Yt)µt (21)

While theorem 3 is phrased as an optimal control problem, it is really a condition on

the unknown variables from section 3.2 (β and γ) that make µ∗ the solution to the agent’s

problem. Equations 20 and 21 are the incentive compatibility constraints on the contract

form given in theorem 2.

Theorem 3 also shows that under the process St in (13), the agent is myopic in his choices:

In choosing his optimal effort choice, the agent maximizes only the sum of direct costs and

benefits (20). In that equation, the first term (u(ct, µt)) represents the agent’s loss of utility

due to effort. The second and third terms represent the agent’s gain and loss to the agent

from the incentive parts of the contract. βt is the agent’s “slope” with respect to effort spent

on the dividend, and γt is the agent’s “slope” with respect to the effect of effort on the agent’s

outside income. This myopic-ness makes sense given that the agent is compensated for his

costs as he goes along – since additional effort does not increase his future opportunities (see

section 3.2), the agent is motivated at time t by the direct time t costs and benefits.

In addition, theorem 3 shows that “local concavity” for the agent (assumption 1) implies

global concavity for the agent. Thus we do not require any of the more complicated as-

sumptions that are necessary in discrete time (see, for example, Jewitt (1988)). The reason

is that when decisions are continuous and the outcome of any one decision is infinitesimal,

then local concavity everywhere assures us of global concavity.
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3.4 Implementation

The results in the previous two sections allow me to make if and only if statements about

form of the contract the principal chooses:

Theorem 4 [Implementation]: Assume a given contract {S, c} solves the principal’s prob-

lem.

If dwt 6= 0, the contract implements µ∗ if and only if St is equivalent to (13) for which

β(t,Yt), γ(t,Yt), and µ∗
t are related as given in (20).

If dwt = 0, the contract implements µ∗ if and only if St is equivalent to (14) for which

β(t,Yt), and µ∗
t are related as given in (21).

The combination of the salary process (13 or 14) and the incentive compatibility con-

straints (20 or 21) gives the optimal payment process (St) as a function only of wealth (Wt)

and the contract’s “slope” ({βt, γt}).

Discussion

The myopic representation – the conversion of a dynamic problem into a repeated static

problem – is very powerful. Given any contract, theorem 4 determines the controls the

contract will implement in terms of a representation of that contract. So the theorem shows

how to construct a contract based on the desired controls and says that all contracts that

implement those controls must have the same representation.

The myopic representation also explains why so many things that one might think are

important for the agent’s opportunity set do not, in fact, matter at all. Consider, for example,

stochastic volatility, potentially non-Markovian controls, stochastic or deterministic changes

in the cost function, etc. Each of these impacts the opportunity set of the agent, but the

agent ignores these potential future effects. More importantly, the agent appears to ignore

his own impact on his own future opportunities. For example, it may be the case that σt

decreases as the dividend increases. One might think that a risk-averse agent might then

exert extra effort to enter the region with less risk. In the myopic representation, the agent

is dynamically compensated for changes in σt (or any other variable) so as to keep his control

choice unaffected. In this example, the agent knows that if σt decreases, his compensation

will decrease to reflect the lower levels of risk (the last term of the contract). Because the
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agent is exactly compensated for the risk he incurs, he has no incentive to strategically

change his control to lower his exposure to risk. The resulting contract is balanced so as to

keep the agent myopic.

Quitting, Firing, and Commitment

The results contained in theorem 4 actually require much less commitment than is assumed

in the model. In fact, the model can be generalized to allow the principal to fire the agent or

for the agent to quit at any time before T . In a model with early termination at τ , one only

requires that the agent is able to walk away with his wealth Wτ at the time of termination.

If termination occurs at time τ , assume the agent’s objective function is

E

[
∫ τ

0

e−rtu(ct, µt)dt + e−rτv(Wτ )

]

Equation 15 shows that under the total commitment optimal contract given in (13), the

agent receives zero future expected utility gain on (τ, T ] regardless of whether he quits at τ ,

is fired at τ , or works until T . Even if the agent cannot commit to keep working, he is still

indifferent in equilibrium between continuing or stopping work. Thus, the agent will never

choose to quit regardless of his level of commitment.

If it is the principal that cannot commit, rather than the agent, the solution is just as

simple. Whenever the principal desires to terminate employment, he can simply stop paying

the agent. This does not make the agent any worse off and ensures that the principal will

always receive a positive expected utility from a contract. In other words, as long as the

agent can use his wealth when terminated early (the agent’s objective function contains

e−rτv(Wτ )), the solution for the optimal contract given in theorem 4 will be valid for any

type of employment termination.

Time Consistency

In parts of the macroeconomics literature (e.g. the literature started by Kydland and

Prescott (1977)) policy makers will often try to implement time-inconsistent policies. One

can imagine that a principal might wish to choose a time inconsistent contract – a contract,

for example, that uses some punishment as an incentive to the agent, but a punishment that

the principal does not wish to carry through in the event that the contract calls for it. In

my setting, these types of contracts require that the agent not have rational expectations:
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the agent must be fooled by the principal into thinking that the punishment will actually be

acted on. If the agent has rational expectations instead, then any time-inconsistent contract

is equivalent to the time consistent version that would arise after the re-negotiation, and I

can say that I am dealing with the time consistent version.

If, however, the agent does not have rational expectations with regards to the principal’s

actions, then the model outlined in section 2 can be relaxed to allow for time-inconsistent

contracts. To see how, observe that the condition on the agent’s expected utility (15) implies

that at any time t, the agent is indifferent to continuing or terminating the contract given in

(13). Moreover, it is easy for the principal to offer the agent a contract for which the agent

receives zero expected utility: use the contract form given by theorem 4, but set Û = 0. If

the principal wishes to re-negotiate the contract at any time, the agent will agree to any new

contract with the form in (13) that sets S0 = Û ≥ 0 because such a re-negotiation or new

contract results in a payment to the agent of S0, making the agent strictly better off. Thus,

one only needs to add a condition in the principal’s problem that says he will re-negotiate

the contract whenever

∂

∂Wt

E

[
∫ T

t

e−r(s−t) (dYs − dSs) |Yt, µ = µ∗

]

> 1

This condition says that the value the principal obtains from transferring a unit of wealth

to the agent exceeds the value from keeping it.9

Memory

It is commonly stated that in dynamic contracts the rewards to the agent from a positive

realization of dYt are spread over time and that the contract itself exhibits memory. From

the representation in (13) and (20) we can see exactly how those results are generated. First,

I consider the spreading of rewards over time. Equation 20 shows that the agent makes his

effort choice at time t based only on the time t values of β, γ, and c. Effort does not directly

depend at all on anything that happens before or after t. So consumption smoothing is

entirely driven by the principal’s maximization decision and his risk-sharing with the agent,

not by what is required to motivate the agent. The specific value of ct the principal chooses

is demonstrated in section 4.3 for separable utility.

9Since the agent’s future expected utility is always zero (15), this condition is equivalent to saying that
the total surplus created by transferring a unit of wealth to the agent is greater than one.
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The second issue is memory – to what extent the agent’s opportunities change as a

result of past successes and failures. The contract clearly exhibits memory: dSt depends

on Wt, which is the agent’s financial wealth and summarizes the agent’s continuation value.

However, the direction is not clear – the derivative of E [dSt] with respect to Wt cannot be

signed without additional assumptions. Moreover, the value of the principal’s and agent’s

shared discount rate r can change the apparent sign of the derivative.10

4 The Principal’s Problem

Because I have shown how to implement a desired control choice, the principal’s problem

becomes one of finding the desired control to implement. In this sense, it is exactly the

same as the agent’s problem: the principal takes the contract form to be exogenous and

simply makes an optimization decision. This is often called the principal’s relaxed problem

(following Rogerson (1985a)), and being able to frame problems in this way despite not using

the first-order approach is a major advantage of the continuous time formulation.

The principal’s problem, as originally stated, is to find

{S∗, c∗} ∈ arg max
S,c

E

[

Y0 − S0 +

∫ T

0

e−rt (dYt − dSt − ctdt)

]

s.t. (i) µ[S, c] solves the agent’s problem

(ii) dYt = µt[S, c]dt + σtdBt

(iii) dWt = dSt + rWtdt + g(µt[S, c])dt + φtdZt

(iv) E

[
∫ T

0

e−rtu (ct, µt) dt + e−rT v (WT )

]
∣

∣

∣

∣

µ=µ[S,c]

≥ Û

We have shown in section 3 that if the principal’s problem has a solution, then the

payment process must be equivalent to the one given in theorem 2, where β, γ, and µ are

related by theorem 3. The principal’s constraints (8i) mean that the principal conducts

his optimization under the assumption that the agent behaves optimally, and so we can set

10Since v can be positive or negative, when r is large, then the impact of rv on both consumption and
utility can be large and positive or large and negative.
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µ = µ∗ along the path of St:

dSt = −u (ct, µ
∗
t )

v′(Wt)
dt +

rv(Wt)

v′(Wt)
dt + a(Wt)

1

2

(

βtσt

v′(Wt)

)2

dt + a(Wt)
1

2

(

γtφt

v′(Wt)

)2

dt

−rWtdt − g(µ∗
t )dt +

βt

v′(Wt)
σtdBt +

(

γt

v′(Wt)
− 1

)

φtdZt (22)

when dwt 6= 0, or

dSt = −u (ct, µ
∗
t )

v′(Wt)
dt +

rv(Wt)

v′(Wt)
dt + a(Wt)

1

2

(

βtσt

v′(Wt)

)2

dt − rWtdt +
βt

v′(Wt)
σtdBt (23)

when dwt = 0.

However, it is often easier to consider the agent’s total remaining utility as the state

variable. Re-arranging and integrating the agent’s budget constraint (3) (as in the proof of

proposition 1) shows

S0 +

∫ T

0

e−rtdSt = e−rT WT −
∫ T

0

e−rt (g(µt)dt + φtdZt) (24)

If we also define vt = v(Wt), then the original statement of the evolution of the agent’s utility

(11) and the µ = µ∗ substitution yields

dvt = rvtdt − u(ct, µ
∗
t )dt + βtσtdBt + γtφtdZt if dwt 6= 0 (25a)

dvt = rvtdt − u(ct, µ
∗
t )dt + βtσtdBt if dwt = 0 (25b)

where v0 = Û . Using (24) and the fact that Wt = v−1(vt), we can re-write the principal’s

objective function as

E

[

Y0 − S0 +

∫ T

0

e−rt (dYt − dSt − ctdt)

]

= E

[

Y0 +

∫ T

0

e−rt (µt − ct + g(µt)) dt − e−rT v−1(vT )

]

These simplifications allows me to re-write the principal’s problem:

Theorem 5 [The Principal’s Problem]: When dwt 6= 0, a contract {S, c} is a solution
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to the principal’s problem (8) if and only if

{β∗, γ∗, c∗} ∈ arg max
{β,γ,c}

E

[

Y0 +

∫ T

0

e−rt (µ∗
t − ct + g(µ∗

t )) dt − e−rT v−1(vT )

]

(26)

s.t. (i) dvt = rvtdt − u(ct, µ
∗
t )dt + βtσtdBt + γtφtdZt with Û = v0

(ii) µ∗
t = arg max

µt

u(ct, µt) + βtµt + γtg(µt)

where v−1 is defined as the inverse of the utility function v, and St is equivalent to (13) with

{β, γ, c} given in (26).

When dwt = 0, a contract {S, c} is a solution to the principal’s problem (8) if and only

if

{β∗, c∗} ∈ arg max
{β,c}

E

[

Y0 +

∫ T

0

e−rt (µ∗
t − ct) dt − e−rT v−1(vT )

]

(27)

s.t. (i) dvt = rvtdt − u(ct, µ
∗
t )dt + βtσtdBt with Û = v0

(ii) µ∗
t = arg max

µt

u(ct, µt) + βtµt

where St is equivalent to (14) with {β, c} given in (27).

Theorem 5 re-writes the principal-agent contracting problem as a conceptually simple

(and numerically simple) optimization problem. There are existence theorems for optimal

controls in such problems (Ex: Fleming and Rishel (1975) and Yong and Zhou (1999)), and

the numerical methods for solving (26) and (27) are well known.

I will now proceed to describe some of the properties of optimal contracts, including how

to reduce the number of choice variables in (26) from three to two.

4.1 Minimum Variance Controls

The two principal’s problems in theorem 5 can be simplified further by realizing the principal

will always use controls that minimize the variance of the agent’s utility process. A more

volatile utility process implies a more volatile payment process, and, since the agent is risk

averse, the extra risk has to be compensated:
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Proposition 6 [Minimum Variance Controls]: If dwt 6= 0, and {S, c} solves the princi-

pal’s problem (26) and implements µ∗, then {β∗
t , γ

∗
t } will jointly minimize β2

t σ
2
t +γ2

t φ
2
t under

the constraint (26ii).

If dwt = 0 and {S, c} solves the principal’s problem (27) and implements µ∗, then β∗
t will

be the minimum value of βt such that the constraint (27ii) is met.

This theorem is useful because there is frequently not a one-to-one mapping from the

agent’s control choice, µ, to the set of contracts that implement’s it. For example, if

dwt = 0 and µt ∈ M = {0, H}, then any level of βt such that βt ≥ 1
H

(u(ct, 0) − u(ct, H))

will serve to implement µ∗
t = H . The theorem tell us that the minimum βt(µt = H) =

1
H

(u(ct, 0) − u(ct, H)) will be used.

There is a similar situation when dwt 6= 0 because for any desired µ∗
t , there is more

than one choice of {βt, γt} that will implement it. Consider again the case in which M

is continuous, so that (26ii) becomes βt = −uµ(ct, µ
∗
t ) − γtg

′(µ∗
t ). Then total volatility is

minimized when

γ∗
t =

σ2
t g

′(µ∗
t )

φ2
t

β∗
t (28a)

β∗
t = − uµ(ct, µ

∗
t )φ

2
t

g′(µ∗
t )

2σ2
t + φ2

t

(28b)

These calculations also show that when µ∗
t is in the interior of a feasible interval, β∗

t > 0.

γ∗
t ≤ 0 if and only if g is a cost function (g′ ≤ 0).

The sign of γ∗
t comes from the incentives (indirect costs) inherent in insuring the agent

against idiosyncratic shocks (dZt) to the agent’s wealth. Examining the salary process (22),

the principal’s direct cost from γt comes only from the agent’s risk aversion a(Wt)
1
2

(

γtφt

v′(Wt)

)2

.

That value depends only the the absolute value of γt, not it’s sign. However, the principal

also has to incentivize the agent to choose the desired level of µt (26ii). When g is a cost

function, lowering γt reduces the level of βt required to motivate the agent. When the

principal over-subsidizes the agent’s private wealth cost to choosing an effort level (γt < 0),

the principal can use lesser direct incentives (βt) to motivate the agent and decrease the total

amount of risk to which the agent is subject.

Conversely, when g is a benefit function – the agent’s effort level complements his outside

activities – then the principal offers less than full insurance (γt > 0) against outside shocks.
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This effect is because the agent’s outside wealth can substitute for direct incentives based

on the project itself (βt).

In addition, the principal is not made unambiguously worse off by the presence of g as a

cost function, compared to the agent having no outside opportunities. To see this, consider

the case in which σt is very large and φt is very small. When dwt = 0, the principal must use βt

to provide incentives, and he must pay a huge insurance premium to do so (a(Wt)
1
2

(

βtσt

v′(Wt)

)2

).

By contrast, when dwt 6= 0, (28) shows that the principal chooses βt very close to zero, and

motivates the agent primarily through the choice of γt. The insurance cost of this is much

less because φt is so much smaller than σt. As long as g itself is not too large, the principal

is made better off with an additional means of motivating the agent.

Theorem 6 also reduces the set of potential controls the principal can use to minimum

variance controls. Since {β∗
t , γ

∗
t } can be written as functions of µ∗

t and c∗t , the principal’s

problem can be stated as a maximization over what actinos to implement {µ∗, c∗} rather

than {β, γ, c}. Formally, this means that the contract can now be written entirely as a

function of the agent’s wealth (Wt or vt = v(Wt)) and the agent’s actions ({µ∗
t , c

∗
t}).

4.2 Real Options

The most general result regarding optimal effort choice is one regarding real options. I

consider the case in which µt ∈ M = {0, H}, so the principal is deciding at any point in

time whether the agent should be “on” (µt = H) or “off” (µt = 0).11 I will also set σt and φt

equal to constants so as to remove an extra source of variation. One can think of this as a

decision about when to hire and fire managers. As one might expect, the principal will more

often turn the agent “off” when the direct and indirect costs of employing the agent are high.

However, the principal will systematically employ the agent at a (short term) loss near the

beginning of the contract while he will not do so at the end. The principal’s reasoning can

be understood in a real-options framework: If the agent is “on”, his wealth is fluctuating

and may increase or decrease, and so the principal’s cost of employment will fluctuate as

11In this section, I will write as as setting µt = 0 is equivalent to terminating the agent. This is true in
equilibrium in the sense that theorem 7 shows that once the principal sets µt = 0, he does not later set
µt = H . The discussion after theorem 2 shows that this can be equivalent to the principal terminating the
agent with no further payment. The restriction that there is only one feasible positive effort level (H) is not
necessary for the results – theorem 7 would be true for any set M that contained 0 – but the restriction does
simplify the interpretation.
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well. If the principal is losing money on the agent now, he may still profitably employ the

agent in the future if the agent’s wealth changes so as to decrease the cost of employment.

Thus, the principal has a real option – which he exercises by terminating the agent

– in which the underlying variable is the agent’s cost of employment, determined by the

agent’s current level of wealth. The possibility that the agent’s wealth may change in an

advantageous way is only present when the agent is “on” (the volatility of Wt is zero when

the agent is “off”), and so the principal will keep the option open – keep the agent “on” –

even when doing so results in a short term loss. As the contract reaches its termination, the

future ability of the principal to profitably employ an agent declines, and so the principal is

less willing to bear a short term loss near T .

Theorem 7 [Real Options]: Assume the optimal contract {S∗, c∗} implements µ∗ and

solves the principal’s problem. There exists an r∗ so that if 0 ≤ r ≤ r∗ and, for some history

(path of Y and w on [0, t]), µ∗
t = 0, then for all s ∈ [t, T ] it is the case that µ∗

s = 0. If, in

addition, ct ∈ C, a continuum, then c∗s is constant as well.

Theorem 7 proves both parts of the real options intuition. First, it is a direct proof of

the fact that once the agent has been turned “off”, he is not re-started. To see the second –

that the agent’s is employed at a loss more often when t is far from T – I need a definition

of the “short term cost” of employment over [t, t + h]:

πt,h = max
c

E

[
∫ T

t

e−rs (µ∗
sds − dSs − c∗sds) |Bt, µ∗

[t,t+h] = H, µ∗
[t+h,T ] = 0

]

−max
c

E

[
∫ T

t

e−rs (µ∗
sds − dSs − c∗sds) |Bt, µ∗

[t,T ] = 0

]

This represents the expected amount the principal gains by setting µ∗ = H on [t, t + h] and

then µ∗ = 0 on [t + h, T ] over what the principal expects to gain by setting µ∗ = 0 on the

entire [t, T ]. Since termination is permanent, if πt,h > 0, the principal will choose to set

µ∗
t = H : if the principal’s short term gain from employing the agent is positive, his full gain

from employing the agent must also be positive.

However, if πt,h < 0, it is not true that the principal always sets µt = 0 (termination).

The reason is that πt,h does not represent the full value of employing the agent on [t, t + h]

because it does not take the maximizing value of µ after time t+h. Thus, the principal’s full
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gain from employment might be greater than the short term gain, πt,h, and so the principal

may choose to employ the agent with a short term loss.

Thus, termination only takes place when the principal expects that his direct value of

continued employment is negative. Since, short term and full values of employment must

converge as t → T (since at T there is no distinction between the two), it must be that, at

least weakly, the principal is employing the agent at a loss more often earlier in the contract.

In figure 1, I have simulated an economy for which u(ct, µt) = −1
2
c−2
t − 1

2
µ2

t , v(WT ) =

−1
2
W−2

T and dwt = 0. The shaded areas represent parts of the state space in which µ∗
t = H .

The three dotted lines represent paths of vt for which dBt = dZt = 0 (which gives accurate

values for vt if µ∗
t = 0 since then vt is deterministic). As proved, the paths of vt are such that

once they leave the µt = H area, they do not return. Moreover, the µt = H region shrinks

as t approaches T .

In figure 2, I have simulated a more exotic economy with a non-monotonic cost of em-

ploying the agent and discrete consumption choices. While there is a stopping time at which

µt goes from H to 0, it cannot be represented as a simple function of either t or Wt. The key

point is that while the curve that separates µt = H from µt = 0 bends backwards, the paths

of vt are such that they never re-enter the H region after leaving. The stopping time curve

bends backwards because in this particular specification, the principal’s cost of employing

the agent is not monotonic in Wt (I analyze this behavior in more detail in section 4.4).

However, in this plot the µt = H region again shrinks as t approaches T .

The intuitions about real-options hold if r is near zero, but they can fail if r moves too

far from zero. The reason is that the discount rate may mean that there are more gains from

trade at the end of the contract than at the beginning. For an example, consider the case

where r is large. Then the evolution of dvt (26i) implies

vT = erT v0 + erT

∫ T

0

e−rs (−u(cs, µs)ds + βsσsdBs + γsφsdZs)

which has a time t “instantaneous variance” of

e2r(T−t)
(

β2
t σ

2
t + γ2

t φ
2
t

)

The point is that the instantaneous variance is decreasing over t for a fixed β and γ. The

promise-keeping constraint (the rvt term in the evolution of vt) means that the agent’s
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Figure 1: This plot was generated by setting u = − 1

2
c−2

t
− 1

2
µ2

t
, v = − 1

2
W−2

T
, σ = 5, T = 1, and

dwt = 0. The principal was restricted to setting µt ∈ {0, 1} and ct ∈ [0, K] for K large. The shaded
region represents the portion of (t, v) space in which µ∗

t
= H = 1. The three dotted lines represent

paths of vt for which dBt = dZt = 0. The principal sets µt = H at the beginning of the economy
and continues to keep the agent “on” until some optimal stopping time is reached, at which point
the principal sets µ∗

t
= 0.
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Figure 2: This plot was generated by setting u = 2
√

ct − 1

2
µ2

t
, v = 2

√
WT , σ = 5, T = 1, and

dwt = 0. The principal was restricted to setting µt ∈ {0, 1} and ct ∈ { 1

4
, 4}. The shaded region

represents the portion of (t, v) space in which µ∗

t
= H = 1. The three dotted lines represent paths

of vt for which dBt = dZt = 0. The principal sets µt = H at the beginning of the economy and
continues to keep the agent “on” until some optimal stopping time is reached, at which point the
principal sets µ∗

t
= 0.
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promised utility must grow over time to keep up with the discount rate. Thus, any random

innovations in B at time t < T have a larger impact on vT than similar innovations in B

and time T .

Since the instantaneous variance of vt is decreasing over time, the cost the principal pays

to compensate the agent for it (from E
[

e−rT v−1(vT )
]

) also decreases over time. Thus, it

can be less costly to implement effort at the end of the contract when the discount rate is

sufficiently large.

4.3 Intermediate Consumption

While the principal-agent model described in section 2 is extremely general, parts of it cannot

be easily solved without making functional form assumptions. In fact, if one is willing to

assume a separation in the utility function, then the agent’s inverse marginal utility is a

martingale.

A standard cost-minimization argument, like that of Rogerson (1985b), shows us that

Theorem 8 [Intermediate Consumption]: If the contract {S, c} solves the principal’s

problem (26 or 27), u(ct, µt) = u(ct)− j(µt), and ct ∈ C is a continuum, then it must be the

case that

1

u′(ct)
= E

[

1

u′(cs)
|Bt

]

= E

[

1

v′(WT )
|Bt

]

(29)

for all t ≤ s ≤ T .

Moreover, if u is not separable in ct and µt, but µ∗ = 0 on [t, s], then c is constant on

[t, s] as well.

Theorem 8 shows that, as a result of cost minimization, the principal will keep the

agent’s inverse marginal utility as a martingale. However, this result requires separability of

consumption and effort because of how the agent forms his optimal control. In the general

model, the agent sets µ∗
t as a function of both the slope of the contract (βt and γt) and his

current level of consumption (ct) (20). The principal’s cost of implementing a particular level

of effort will change over time and directly as a function of ct. Thus, the principal’s choice

of ct and µt are not separate, and so a cost minimization argument would have to take into
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account the complicated interactions between these variables. On the other hand, when the

agent’s utility function is separable, the agent’s choice of µ∗
t now depends only on βt and γt,

but not on ct. Under that specification, a cost minimization procedure can be done without

regard to the level of effort being implemented.

4.4 Comparative Statics

There are two comparative statics that one might like to be true in a principal-agent prob-

lem: first, one might want the principal’s optimal choice of the agent’s consumption (ct)

to be monotonically related to agent’s continuation value (Wt). This intuition comes from

a deterministic optimization problem – if the principal owes the agent a certain amount of

utility, then the concavity of the agent’s utility function implies that the principal should try

to pay the debt off over time, with increasing intermediate payments for increasing amounts

of debt. Second, one might want the principal’s optimal choice of effort to be monotonically

related to the agent’s level of expected utility. If the agent has a standard DARA utility

function (decreasing absolute risk aversion, like power utility), then more wealth means that

the agent is less risk averse and cheaper to insure. The insurance/effort tradeoff would

then indicate that the principal should implement a higher level of effort when the agent is

wealthier.

Neither of the above intuitions is correct, and both intuitions fail because of subtle

interactions in dynamic problems. I will demonstrate this using generic examples when

dwt = 0.

Consumption

For the first (consumption) intuition, I will examine the principal’s choice at time T . At

T , the economy is being terminated and so the principal has no forward looking inputs into

his decision making. To simplify the calculations, let us consider a variation of the financial

cost of effort setting applied to intermediate consumption: r = 0, µt ∈ M = {0, H}, σ = 1,

u(c, µ) = u(c−µ), and ct ∈ C = [0, K] for K large. I will also assume that a(·) is very small.

Then, as given in (27), the principal acts so as to maximize

max
µt,ct

Et [µtdt − dSt|t = T ]
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while setting βT according to theorem 6:

βT (cT , µT = 0) = 0 and βT (cT , µT = H) = 1
H

(u(cT ) − u(cT − H))

So, the principal acts to maximize

µT − cT +
u(cT − µT )

v′(WT )
− a(WT )

1

2

(

βT (cT , µT )

v′(WT )

)2

If a is small, then principal will set v′(WT ) ≈ u′(cT −µT ), equalizing marginal payoffs. If we

fix µT and vary WT , then one can see that the principal increases the intermediate payment

to the agent (ct) as the required terminal payment increases, matching the deterministic

trade-off intuition. However, µT is not constant: the principal will set µT = H if H +
u(cT−H)
v′(WT )

− u(cT )
v′(WT )

' 0, which will be the case when WT is small (and so v′ is large). Consider

the region around the point at which µT goes from H to 0. As WT rises to the critical value,

cT increases with it, and at the critical value µT jumps down. The principal, however, is

setting v′(WT ) ≈ u′(cT − µT ), so when µT jumps down, cT must jump down as well.

So, cT is increasing in WT throughout most of it’s range, but it is non-monotonic in the

area in which the principal adjusts incentives. It is the interaction of consumption and effort

that drives the effect: When not motivating the agent to choose high effort, the agent is on

a higher level of intermediate utility and so there is diminished return from giving the agent

intermediate consumption. Instead, the principal will choose to pay the agent with terminal

consumption. In other words, the agent’s marginal utility of consumption does decline as WT

increases, but the interaction of consumption and effort means that the declining marginal

utility does not imply a consumption increase. This example is illustrated using power utility

in figure 3a.

Effort

The second potential comparative statics result is that effort is monotonic in the agent’s

wealth. Again, I will examine this intuition at time T so as to simplify the principal’s

problem. To simplify the calculations, I will assume that r = 0, u(c, µ) = c
3

4 − 1
2
µ2, v(W ) =

W
3

4 , σ = 1, µt ∈ M = [0, K], and ct ∈ C = [0, K] for K very large. Then, at time T the

principal sets βT = µT and acts to maximize

µT − cT +
4

3
W

1

4

T (c
3

4

T − 1

2
µ2

T ) − 2

9
W

− 1

2

T µ2
T
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Figure 3: (a) Optimal controls at time T for the principal when u = − 1

2
(c − .9µ)

−2
, σ = 2,

v = − 1

2
W−2, r = 0, µt ∈ M = {0, 1}, and ct ∈ C = [0, K] for K very large. (b) Optimal controls at

time T for the principal when u = c
3

4 − 1

2
µ2, σ = 1, r = 0, v = W

3

4 , µt ∈ [0, K], and ct ∈ C = [0, K]

for K very large. The direct cost is 4

3
W

1

4

T
and the insurance cost is 2

9
W

−
1

2

T
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by setting

µ∗
T = min





1

4
3
W

1

4

T + 4
9
W

− 1

2

T

, K





which is not monotonic. The key here is that the two different costs that the principal faces

– the direct cost of effort and the cost of insuring the agent – work in opposite directions.

The direct cost of effort (from − u
v′
→ −2

3
W

1

4

T µ2
T ) is highest when the agent has a high level of

expected utility (high WT ) because the agent’s utility function is relatively flat there and the

cost of effort is measured in units of utility rather than consumption. The cost of insuring

the agent, however, is lowest when expected utility is high because the agent has decreasing

absolute risk aversion (from a1
2

β2

v′2
→ −2

9
W

− 1

2

T µ2
T ). Those two costs add so the agent is most

profitably employed when he has a moderate level of wealth. So, it is the interaction of

insurance costs and direct costs that provide for non-monotonicity of µ in W . This effect is

illustrated in figure 3b.

5 Conclusion

The methods I use to derive the optimal contract and policy are applicable to more general

problems than the one studied in this paper. In particular, one can add state variables,

even correlated with the Yt process, without difficulty. My formulation’s ability to address

additional state variables stems directly from the fact that I have not used the weak method

(Girsanov’s theorem) to determine the optimal contract.

For example, there may be an economic variable that enters into the agent’s utility

function directly: if we specify the dividend returns process to be geometric, as dYt =

µtYtdt + σtYtdBt, then the agent’s utility function might read u(ct,
µt

Yt

) or something similar.

A similar state variable Xt, uncorrelated with Yt might be added in the same way. More

generally, any state variable can be added to the agent’s objective function (including cost

function) or the dividend’s evolution, and those variables will simply be carried through

to the optimal contract. In the geometric example, we can simply place u(ct,
µt

Yt

) into the

evolution of St.

The exception to this rule is variables that change the principal’s inference problem. For

example, if the process At is observable by the principal and correlated with Bt or Zt, then
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the innovations in At will enter the contract directly. Instead of a contract of the form

dSt = αtdt + βtdYt + γtdWt, one will obtain dSt = αtdt + βtdYt + γtdWt + δtdAt. This is

derived from the fact that, following the discussion in section 3.2, V will be represented as

a {Yt,At} martingale, rather than just a Yt martingale. However, the optimal contract can

be re-derived by simply making the appropriate substitutions into the equations in section

3.
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A Proofs

Proof of Proposition 1. Re-arrange the agent’s budget constraint (3), multiply by e−rt,

and integrate to obtain

dWt − rWtdt = dSt + g(µt)dt + φtdZt

e−rT WT − W0 =

∫ T

0

e−rtdSt +

∫ T

0

e−rt (g(µt)dt + φtdZt)

e−rT WT = S0 +

∫ T

0

e−rtdSt +

∫ T

0

e−rt (g(µt)dt + φtdZt) (30)

where the last line follows from the fact that W0 = S0. So, for any two contracts {S, c}
and {Ŝ, c} for which S0 +

∫ T

0
e−rtdSt = Ŝ0 +

∫ T

0
e−rtdŜt, the same choice of µt leads to the

same value of WT . Thus, the agent’s feasible set is the same under both contracts, and both

contracts must result in the same choices and utilities. With µ unchanged, the principal’s

payoff of Y0 − S0 +
∫ T

0
e−rtdYt −

∫ T

0
e−rtdSt achieves the same value from both contracts.

For the second statement, assume by contradiction that the salaries are not equivalent.

Since WT = erT
(

S0 +
∫ T

0
e−rtdSt

)

+erT
∫ T

0
e−rtdwt, then there exists a set of paths of {Y, w}

of positive measure for which the value of WT under the two salaries must be different. Thus,

if WT is the same almost surely across paths of {Y, w}, then the two salary processes must

be equivalent. This completes the proof.

Proof of Theorem 2. Very little is needed to make the discussion in section 3.2 rigorous.

Because a solution to the principal’s problem is assumed to exist in the statement of the

theorem, constraint (8i) implies that there exists a solution to the agent’s problem, which

I label µ∗. Since a solution to the agent’s problem exists, so does the agent’s expected

utility under the optimal control. Since the agent’s problem is taken with respect to Bt,

the agent’s expected utility must also exist with respect to Yt if µ = µ∗ (since taking a

value of µ as given makes the two information sets the same). I label the agent’s conditional

Yt-measurable expected utility with µ = µ∗ as Vt in (9).

The martingale representation theorem of Davis and Varaiya (1973), suitably updated in

Revuz and Yor (2005) shows that dVt can be represented as in (10) for some e−rtβtσt and

e−rtγtφt which are members of L2. The agent’s participation constraint (8iv) implies that

V0 = Û .
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Using the martingale representation of Vt (10) and the definition of Vt (9), I have a value

for WT as a function of the agent’s optimal control µ∗, the path of wt, and the contract

{S, c}:

VT = Û +

∫ T

0

e−rtβtσt (dYt − µ∗
tdt) +

∫ T

0

e−rtγtφt (dwt − g(µ∗
t )dt)

=

∫ T

0

e−rtu(ct, µ
∗
t )dt + v(WT )

where Wt is Yt-measurable. The discussion in section 3.2 does the algebra to invert this

relationship to find a pair of processes {St, Wt} for which the terminal value of Wt is equal

to the required WT . The evolution of St then takes this Wt as an argument. Proposition 1

shows that the optimal contract must be equivalent to the found St.

The last result (15) is a re-statement of the definitions of Vt and Ut = v(Wt). If µ is

known to equal µ∗, then the conditioning the expectation on Bt takes the same value as

conditioning on Yt. This completes the proof.

Proof of Theorem 3. I will solve for the agent’s optimal control using a standard dynamic

programming verification theorem. This proof is an adapted version of a similar proof that

appears in Vayanos and Wang (2006). A canonical version can be found in Fleming and

Rishel (1975).

I prove both the dwt 6= 0 (φt 6= 0) and the dwt = 0 (φt = g(µt) = 0) results together

using the {S, c} given. The result is the same for any equivalent {S, c} by proposition 1.

Define the variable V̂t so that

V̂t =

∫ t

0

e−rsu(cs, µs)ds + e−rtv(Wt) (31)

for some general µ process. Here, Wt denotes the terminal wealth process for the control µ (16

or 18), and V̂T is the agent’s final realized utility. Observe that the Hamilton-Jacobi-Bellman

equations (17 and 19) can be re-written as

0 = max
µ

E
[

dV̂t|Bt

]

(32)

Since the right hand side of (32) achieves the maximum at zero when µt = µ∗
t (20 and
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21), the drift of V̂t is less than or equal to zero for any µt. Thus,

V̂T ≤ V̂t +

∫ T

t

e−rsβsσsdBs +

∫ T

t

e−rsγsφsdZs

Theorem 2 showed that e−rtβtσt ∈ L2 and e−rtγtφt ∈ L2 (integrability), so we can take

expectations:

V̂t ≥ E
[

V̂T |Bt

]

(33)

This shows that V̂t is an upper bound on the agent’s expected utility at time t.

Now, we repeat equations (31) and (33) for µ∗
t . Since the µ∗ solves the maximization in

(32) with the right hand side equal to zero, the drift of V̂t is zero for µ = µ∗ and

V̂t = E
[

V̂T |Bt, µ = µ∗
]

(34)

This shows that the upper bound on the agent’s utility is realized when µ = µ∗, meaning µ∗

is the (unique, up to a set of measure zero, because the solution to the HJB equation was

unique) optimal control. This completes the proof.

Proof of Theorem 4. Theorem 2 shows that if a contract {S, c} implements either µ∗,

then the contract form (13 or 14) must hold (up to equivalence). Theorem 3 shows that if

the contract form (13 or 14) holds (up to equivalence), then the optimality condition (20 or

21) is true if and only if {S, c} implements µ∗. Together, these imply that {S, c} implements

µ∗ if and only if the contract form (13 or 14) and the optimality condition (20 or 21) both

hold. This completes the proof.

Proof of Theorem 5. Theorem 4 and the discussion in the text above the statement of

theorem 5 are sufficient to show that a solution to the principal’s original problem (8) is also

a solution to the principal’s revised problem (26 or 27).

For the converse: First, the integrability assumptions (µt and ct are members of time-

independent compact sets and additional assumption 2) are enough to show that under any

feasible contract, the agent’s expected utility process (9) exists. Then, the feasible set in

the principal’s revised problem (26 or 27) is the same as the feasible set for the principal’s

original problem (8) because contracts in the revised problem are those that give rise to the

stated utility process. Since the objective is the same in both problems, the optimum must
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be the same as well. This completes the proof.

Proof of Proposition 6. Begin with the principal’s relaxed problem (26). Because v is

concave, −v−1 is also concave. Then Jensen’s Inequality shows that the principal’s utility is

decreasing in the variance of the utility process: β2
t σ

2
t + γ2

t φ
2
t . The statement of the theorem

follows. This completes the proof.

Proof of Theorem 7. I will prove the result for the dwt 6= 0 model. The dwt = 0 result

follows similarly. This proof will use the results of theorem 8, even though that theorem

appears later in the paper.

Set r = 0 and consider any {β̄, γ̄, c̄} that implement µ̄∗
t = 0 for some positive measure of

time (δ) along almost all the paths of B and Z, starting at some point (t′, v′).12 Theorem

6 shows that if µ̄∗
t = 0, then, since the contract is optimal, β̄t = γ̄t = 0, and vt follows a

deterministic path on [t′, t′ + δ]. Label the path of v for these controls as v̄.

Consider an alternate set of controls {β̂, γ̂, ĉ} which are defined so that {β̂, γ̂, ĉ}(t, v) =

{β̄, γ̄, c̄}(t + δ, v + v̄t′+δ − v̄t′) on [t′, T − δ]. (The value of the controls on [T − δ, T ] will be

given later.) This definition means that dv̂t will have the same distribution as dv̄t+δ.
13

Forward induction shows that for all t ∈ [t′, T −δ], it is the case that v̂t
d
= v̄t+δ + v̄t′+δ− v̄t′ .

In particular, v̂T−δ
d
= v̄T +v̄t′+δ−v̄t′ . To show that I can construct a set of controls superior to

{β̄, γ̄, c̄}, I need only show that I can construct controls that will do “better” on [T−δ, T ] than

setting µ̂∗
[T−δ,T ] = 0, as {β̄, γ̄, c̄} did on [t′, t′+δ]. The results of theorem 6 show that c̄[t′,t′+δ] is

constant (since µ̄[t′,t′+δ] = 0). So, set ĉ[T−δ,T ] = c̄[t′,t′+δ]. Then, choose {β̂, γ̂} so as to set µt =

H if and only if E [H − dSt(µt = H)] > 0. Since {β̄, γ̄, c̄} set µ[t′,t′+δ] = 0 unconditionally, it

is clear from the principal’s objective function (E
[

Y0 − S0 +
∫ T

0
e−rt (dYt − dSt)

]

), and the

fact that the values of c are the same on the relevant intervals, that {β̂, γ̂, ĉ} is at least

weakly preferred to {β̄, γ̄, c̄}.

To show that {β̂, γ̂, ĉ} is strictly preferred to {β̄, γ̄, c̄}, observe that unless µ̄t = β̄t = γ̄t =

0 everywhere, the probability that {β̂, γ̂, ĉ} sets µt = H on a set of t with measure greater

12The point (t′, v′) is sufficient to describe the history because the principal can always achieve the optimum
with markovian controls, and t and v are the only state variables. For a proof of this, see Davis and Varaiya
(1973) or Fleming and Rishel (1975).

13This does not violate the adapted requirement of the controls because the time t value of the controls is
assessed using time t state variables (t, v) and a non-random quantity (change in v̄ on [t′, t′ + δ]).
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than zero also exceeds zero.14 Thus, {β̂, γ̂, ĉ} is strictly preferred because it results in a

positive probability of a gain and no probability of a loss relative to {β̄, γ̄, c̄}. The result on

r∗ follows from the continuous nature of the sample paths and the fact that the principal’s

controls are markovian.

To show that µ∗
[t,t′′] = 0 implies c[t,t′′] is constant, apply the results of theorem 6. This

completes the proof.

Proof of Theorem 8. I will prove the result for the case in which dwt 6= 0. The dwt = 0

result can be proved using the same argument.

Assume that the contract {S, c} implements µ∗ and solves the principal’s problem (26).

Then (26ii) implies that the separability of the agent’s utility function means that βt and γt

will not depend on c, only µ∗. Some algebra and (26i) show that this contract delivers the

agent a terminal utility

vT = erT v0 +

∫ T

0

e−r(t−T ) (u(ct) − j(µ∗
t )) dt +

∫ T

0

e−r(t−T ) (β∗
t σtdBt + γ∗

t φtdZt)

Now, consider an alternate contract with the same values of β and γ, so that it implements

the same value of µ∗. However, it uses a different level of consumption, ĉt. ĉt is chosen so

that u(ĉt) = u(ct) + er(t−T )α on t ∈ [t′, t′ + ǫ), u(ĉt) = u(ct) − er(t−T )α on [t′′, t′′ + ǫ), and

ct = ĉt elsewhere. t′ and t′′ are chosen so that the two time intervals are separate and lie

inside [0, T ]. Then, vT is the same under the old and new contracts.

Thus, we need only examine the principal’s objective function and pick out the terms

that depend on ĉt:

E

[

−
∫ T

0

e−rtĉtdt

]

Since we have assumed that the original contract (with α = 0) is optimal, then α = 0 must

14If µ̄t = β̄t = γ̄t = 0 everywhere for all possible {β̄, γ̄, c̄} controls, then the result of the theorem follows
trivially.
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minimize

E

[
∫ T

0

e−rtĉtdt|Bτ

]

= E

[

∫ t′+ǫ

t′
e−rtu−1

(

u(ct) + er(t−T )α
)

dt|Bτ

]

+E

[

∫ t′′+ǫ

t′′
e−rtu−1

(

u(ct) − er(t−T )α
)

dt|Bτ

]

for all t′, t′′, ǫ, and τ ≤ t′, t′′. A necessary condition for this is that for any t′ and t′′

1

u′(c∗t′)
= E

[

1

u′(c∗t′′)
|Bt′

]

If u is non-separable in ct and µt, the same argument can be used to show that

1

uc(c
∗
t′ , µ

∗
t′)

= E

[

1

uc(c
∗
t′′ , µ

∗
t′′)

|Bt′

]

as long as µ is zero on [t′, t′′] (since then βt and γt are zero and vt is deterministic). In that

case, the above condition shows that c is almost surely constant on [t′, t′′] as well.

For time T , notice that the principal has no forward looking concerns, and so he must

choose cT so as to minimize E [dST |BT ] and so u′(cT ) = v′(WT ). This completes the proof.
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