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Time-Varying Integration, Interdependence
and Contagion

Abstract

Bekaert, Harvey, and Ng (2005a) define contagion as “correlation over and above what one would expect

from economic fundamentals”. Based on a two-factor asset pricing specification to model fundamentally-

driven linkages between markets, they define contagion as correlation among the model residuals, and

develop a corresponding test procedure. In this paper, we investigate to what extent conclusions from this

contagion test depend upon the specification of the time-varying factor exposures. We develop a two-

factor model with global and regional market shocks as factors. We make the global and regional market

exposures conditional upon both a latent regime variable and two structural instruments, and find that,

for a set of 14 European countries, this model outperforms more restricted versions. The structurally-

driven increase in global (regional) market exposures and correlations suggest that market integration has

increased substantially over the last three decades. Using our optimal model, we do not find evidence

that further integration has come at the cost of contagion. We do find evidence for contagion, however,

when more restricted versions of the factor specifications are used. We conclude that the specification of

the global and regional market exposures is an important issue in any test for contagion.

JEL Classification: G15, G12, F30, F32, F35

Keywords: Contagion, Financial integration, Volatility spillover models, Time-varying cor-

relations, Regime-switching models.
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1 Introduction

To what extent have globalization and regional market integration made equity markets both

in the developed and developing world more vulnerable to contagion? Ever since the series of

financial crises at the end of the 1990s, this question has received a lot of attention, not only by

academics, but also by policy makers and in the popular press. Despite the considerable amount

of papers published on the topic1, no consensus has been reached yet on the true existence of

contagion.

The disagreement on whether contagion is observed or not stems to a large extent from the lack

of agreement on a definition of contagion, and hence also on an appropriate testing technique. In

this paper, we follow the so-called ‘restrictive’ definition of contagion which defines contagion

as “a significant increase in cross-market linkages after a shock to one country (or group of

countries)”. As pointed out by Boyer et al. (1999) and Forbes and Rigobon (2002), one cannot

test for this type of contagion by directly comparing correlations between tranquil and crisis

periods, as one would expect correlations to increase during highly volatile crisis periods even

under the null of no contagion. After correcting for this so-called conditioning bias, Forbes and

Rigobon (2002) no longer find evidence for contagion during three important turmoil periods

(the 1987 crash, the Mexican crisis, and the East-Asian crisis).

More recently, Bekaert, Harvey, and Ng (2005a) (BHN, henceforth) proposed an alternative

contagion test. They define contagion as excess correlations, i.e. correlation over and above

what one would expect from economic fundamentals. The natural interdependence between

markets is modeled by means of a multifactor model. In this setting, equity markets are corre-

lated because they are jointly exposed to the same fundamental factors. Similarly, correlations

will increase with factor volatility, the magnitude by which will depend upon the actual fac-

tor loadings. Having corrected for economically-driven correlation between markets, BHN test

for contagion by investigating whether there is any correlation left in the model’s residuals.

Their results indicate the presence of contagion during the East-Asian crisis, but not during the

Mexican crisis.
1See Boyer, Gibson, and Loretan (1999), Kodres and Pritsker (2002), Ribeiro and Veronesi (2002), Sola, Spag-

nolo, and Spagnolo (2002), Billio, Lo Duca, and Pelizzon (2003), Billio and Pelizzon (2003), Ciccarelli and

Rebucci (2003), Karolyi (2003), Rigobon (2003), Hartmann, Straetmans, and de Vries (2004), Baele (2005), Bil-

lio, Lo Duca, and Pelizzon (2005), Corsetti, Pericoli, and Sbracia (2005), Phylaktis and Xia (2006) and Rodriguez

(Forthcoming) for a number of recent contributions to the contagion literature.
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By specifying a dynamic factor model to characterize cross-market interlinkages, BHN over-

come a major disadvantage of the Forbes and Rigobon (2002) bias correction, namely that their

test does not work well in the presence of common shocks. At the same time, though, the BHN

contagion test requires a correct characterization of fundamental linkages between markets. In

this respect, their null hypothesis is a joint test for no contagion and a correct factor specifi-

cation. The main aim of this paper is to investigate to what extent conclusions from the BHN

contagion test depend on the actual specification and complexity of the dynamic factor model

chosen.

BHN choose for a specification with the global and regional equity market shocks as factors,

and potentially time-varying factor exposures. This two-factor model, first developed by Ng

(2000), constitutes a substantial improvement over the one-factor model of Bekaert and Harvey

(1997), and has been successfully used before by Fratzscher (2002), Baele (2005), and Chris-

tiansen (Forthcoming) among others. From an economic point of view, it distinguishes between

(partial) global and/or regional market integration. From an econometric point of view, this

type of model outperforms the one-factor global market model considerably in modeling cross-

country and industry correlations, while it is only slightly outperformed by a more complex

APT model (see e.g. Bekaert, Hodrick, and Zhang (2005b)). Given the support for this two-

factor specification, we follow BHN and estimate a model with a global and a regional factor.

Our paper differs from BHN, however, in how we model the exposures or ‘betas’ with respect

to the factors. Clearly, failing to account correctly for the time variation in the factor exposures

may lead to either type I or type II errors in the contagion test. In this paper, we allow for a vast

array of beta specifications, and test whether different beta specifications lead to different con-

clusions about contagion or not. We start by estimating a specification with very general global

and regional beta dynamics. More specifically, we follow Baele and Inghelbrecht (2006) and

make the exposures conditional upon some economic instruments and a latent regime variable.

We include two structural instruments, respectively proxying for trade integration and industry

structure convergence. Previous evidence strongly suggests that global (regional) market ex-

posures and cross-market correlations are positively related to trade openness (see e.g. Chen

and Zhang (1997)). Trade integration may also proxy for financial integration, and hence a

convergence of cross-country risk premiums. For instance, Bekaert and Harvey (1995) found

that countries with open economies are generally better integrated with world capital markets.

In BHN, the time variation in the betas is entirely driven by this trade integration variable.
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As an additional structural instrument, we also include a measure for industry structure align-

ment, as one would expect markets to become more correlated when their industry structures

become more aligned (see e.g. Carrieri, Errunza, and Sarkissian (2004)). Betas may not only

vary with structural changes in the economic or financial system, but also with fluctuations in

the economic cycle. This feature of our model is particularly important within the context of

this paper, as it should accommodate for the well-known asymmetry in correlations, i.e. the

fact that correlations are higher in downturns than in upturns (see Aydemir (2004), Das and

Uppal (2004), Ang and Bekaert (2002), Longin and Solnik (2001), and De Santis and Gerard

(1997) among others), a phenomenon which should not be mistaken with financial contagion.

We accommodate for this potential cyclicality in betas in two ways. First, we make the factor

exposures dependent on a latent regime variable. To facilitate the interpretation of the states as

expansions and recessions, and to avoid that our regime variable also captures contagion peri-

ods, we limit the number of possible states to two. Second, and alternatively, we make betas

conditional on the term spread, i.e. the difference between long and short-term government

bond yields. Previous research (see Ang, Piazzesi, and Wei (2006) for an overview) has shown

that this variable predicts cyclical movements.

Apart from testing the impact of the beta specification on the BHN contagion test, this paper has

two additional contributions. First, we provide for a new interpretation of the BHN contagion

test. More specifically, we distinguish between a misspecification test for the underlying factor

model and a test for contagion. Second, while the existing contagion literature has predomi-

nantly focused on emerging markets, we focus on the case of 14 developed European equity

markets. Over the last 25 years, Western Europe has evolved from a region with mostly seg-

mented equity markets to an area with a largely integrated financial system. In this paper, we

investigate whether the benefits from opening up European equity markets to foreign investors

(e.g. a reduced cost of equity capital) comes at the cost of being increasingly vulnerable to

financial contagion.

The main findings of this paper can be summarized as follows. First, our specification tests

indicate that the model with both structural instruments and a latent regime variable is preferred

over more restricted versions in all but one of the countries. Both global and regional market

betas have increased substantially over the last three decades, reflecting increasing economic

and financial integration. Second, conditional on our preferred model, we do not find evidence

for contagion during any of the crisis periods we consider, namely the Mexican crisis, the Asian

crisis, the Russian / LTCM crisis, the Nasdaq Rash, the 9/11 terrorist attacks, and periods of
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high market volatility. Third, specifications with constant global (regional) market exposures

miscorrectly identify contagion during the Asian crisis, the 9/11 terrorist attacks, and periods

of high volatility. Models with time-varying betas, either modeled by (a subset of) structural

instruments or a latent regime variable, yield mostly the same conclusions with respect to con-

tagion as our preferred model. Finally, our model misspecification test indicates that the various

factor models are indeed misspecified. The degree of misspecification, however, decreases with

model complexity. Moreover, the biases on parameter estimates are generally small in economic

terms.

The remainder of this paper is organized as follows. Section 2 develops the two-factor model

with time-varying factor exposures and describes the contagion test. Section 3 describes the

data, and reports the main empirical results. Section 4 concludes.

2 Methodology

In this section, we first develop a two-factor model with time-varying factor exposures. This

model accommodates for the fundamental linkages between markets. We provide for a very

general specification for the time-varying factor exposures. Second, we briefly describe the

contagion test of BHN.

2.1 A Structural Regime-Switching Factor Model

The existing spillover literature has made the global (regional) market exposures, or betas, time-

varying by making them conditional on some structural information variables (see e.g. Bekaert

and Harvey (1997), Ng (2000) and Fratzscher (2002)) or on a latent regime variable (see Baele

(2005)). Both specifications individually have, however, their limitations. While the first ap-

proach allows betas to change with structural changes in the economic and financial environ-

ment, it cannot accommodate cyclical variation in the betas. The second approach does allow

betas to vary over the cycle, but is less suited to deal withpermanentchanges in market be-

tas. In a recent paper, Baele and Inghelbrecht (2006) combine both features into one structural

regime-switching volatility spillover model. We build upon their model.

We first decompose global market returnsrw,t in an expected componentµw,t−1 and a global

market shockew,t. The expected excess world market return is modeled as a linear function

of lagged values of the US short rate, dividend yield, term spread, default spread, as well as
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own returns. In a second step, we identify region-specific shocks by estimating the following

equation:

rreg,t = µreg,t−1 + βw
reg,tew,t + ereg,t (1)

whereµreg,t−1 represents the expected regional return2 andereg,t the region-specific shock. This

decomposition guarantees that the region-specific shocks are orthogonal to the global market

shocks. In our most general specification, the region’s global market beta varies with both

structural economic instrumentsXw
reg,t−1 and a latent regime variableSreg,t, hereby allowing

for both structural and cyclical changes in the global market beta:

βw
reg,t = βw

reg,0(Sreg,t) + βw
regX

w
reg,t−1.

At the country level, the specification is given by

rc,t = µc,t−1 + βw
c,tew,t + βreg

c,t ereg,t + ec,t (2)

whererc,t is the return for countryc, µc,t−1 the timet − 1 expected return3 of countryc, ew,t

andereg,t respectively the global and regional market shocks,ec,t the country-specific shock,

andβw
c,t andβreg

c,t the time-varying exposures of countryc’s returns with respect to the global

and regional market shocks. Similar to the region’s global market beta, the countries’ global

(regional) market betas are conditioned both on a number of structural economic instruments

anda latent regime variable. The general specification for the global (regional) market betas is

given by:

β
w(reg)
c,t = βw(reg)

c (Sc,t) + βw(reg)
c X

w(reg)
c,t−1 . (3)

The latent regime variableSc,t is allowed to be different for each country. We do impose the

same latent variable on both the global and regional market beta for each country. This does not

mean that we impose global and regional market shocks to have the same evolution over time,

as global and regional market betas are still allowed to have a specific exposure to respectively

global and region-specific structural instruments.

Both at the regional and the country level, we include two structural instruments, respectively

proxying for the region/country’s degree of trade integration(TI) and industry structure align-

ment(IA). At the country level, we calculate both measures with respect to either the world or

2The expected regional return is modeled as a linear function of lagged values of both the US and the regional

market return, the US short rate, dividend yield, term spread, and default spread.
3The expected country return also depends on the lags of the own return (beyond the variables contained in the

expected regional return equation).
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the region. For more details on the motivation to use particularly this two instruments and on

how they are constructed, we refer to Section 3.1.

The specifications for the betas nest a number of restricted versions that have previously been

used in the literature. Contagion tests based on the Forbes and Rigobon (2002) methodology

typically assume constant market linkages. BHN allow global and regional market exposures to

vary with a trade integration measure, but neither with industry structure alignment nor with a

regime-switching variable. In Baele (2005), market exposures switch between a low and a high

spillover state, but do not vary with structural instruments. In the following table, we list the

various specifications for the global and regional market betas with increasing complexity:

Model Beta Specification

Constant Beta Model βz
c,t = βz

c,0

Regime-Switching Beta Model βz
c,t = βz

c,0(Sc,t)

Instrumental Beta Model βz
c,t = βz

c,0 + βz
c X

z
c,t−1

RS Instrumental Beta Model βz
c,t = βz

c (Sc,t) + βz
c X

z
c,t−1

wherez = {w, reg}. In this paper, we will investigate to what extent the BHN test for con-

tagion yields different results for alternative beta specifications. Notice that our instrumental

beta model conditions the global (regional) market exposures both on a trade integration and in-

dustry structure alignment instrument, while BHN only consider the former variable. To make

our results comparable to those of BHN, we will also perform the contagion test using trade

integration as the sole driver of beta dynamics.

Within the context of this paper, one may be concerned that the regime variable does not (only)

pick up cyclical movements in market betas, but also contagion periods itself. While we try

to avoid this by limiting the number of regimes to two, we cannot guarantee that the latent

regime variable also picks up contagion episodes. To rule out this possibility while still allowing

for cyclical movements in the global (regional) market betas, we replace the regime-switching

intercept by an affine function of the lagged term spreadTSc,t−1, an often used predictor for

cyclical movements:

β
w(reg)
c,t = β

w(reg)
c,0 + β

w(reg)
c,1 TSc,t−1 + βw(reg)

c X
w(reg)
c,t−1 . (4)

To complete the model, we have to provide for a specification of the conditional variance of

the global, region-specific, and country-specific shocks, as well as for the regime-switching
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probabilities. We model the conditional variance of the global market shocks by means of a

regime-switching Asymmetric GARCH(1,1) model:

ew,t|Ωt−1 v N(0, σ2
w,t)

σ2
w,t = ψw,o (Sw,t) + ψw,1 (Sw,t) e2

w,t−1 + ψw,2 (Sw,t) σ2
w,t−1 + ψw,3 (Sw,t) e2

w,t−1I{ew,t−1 < 0}
(5)

with I{ew,t−1 < 0} an indicator function which takes on the value 1 whenec,t−1 < 0 and

zero otherwise4. The conditional heteroskedasticity of the region and country-specific shocks

is modeled through an Asymmetric GARCH(1,1) model. Specification tests indicate that such

model is sufficient once betas are allowed to be time varying.

Finally, we assume a constant transition probability matrix for the latent regime variable which

can take two states, i.e.

Πc =

(
Pc 1− Pc

1−Qc Qc

)
(6)

where the transition probabilities are given byPc = prob(Sc,t = 1|Sc,t−1 = 1), andQc =

prob(Sc,t = 2|Sc,t−1 = 2). By imposing this parsimonious structure on the latent regime vari-

able, we hope to limit the probability that our regime-switching variable also captures contagion

episodes.

2.2 Contagion Tests

In this section, we briefly discuss the BHN test for contagion. They first assume that corre-

lation induced by fundamentals is well captured by the estimated factor model. Second, they

test for contagion by measuring the correlation of the model’s country-specific shocks5. More

specifically, they estimate the following time-series cross-section regression model:

êc,t = wc + vz,têz,t + uc,t (7)

vz,t = vz,0 + vz,1Dt (8)

whereêc,t and êz,t are the estimated idiosyncratic return shocks of countryc and benchmark

marketz (i.e. global or regional market), andDt is a dummy variable that takes on a value of

4Baele and Inghelbrecht (2006) show that the conditional volatility of global equity market shocks is better

described by a regime-switching Asymmetric GARCH model rather than by a single regime Asymmetric GARCH

model.
5A similar approach is used by Wongswan (2003).

9



1 in a particular crisis period and zero otherwise. BHN test whethervz,0 andvz,1 are jointly

equal to zero (overall test for contagion) and whethervz,1 is significantly different from zero

(contribution of particular periods to contagion).

In the context of this paper, we estimate the following specification:

êc,t = wc + vw,têw,t + vreg,têreg,t + uc,t (9)

with

vw,t = (vw,0 + vw,1Dt) (10)

vreg,t = (vreg,0 + vreg,1Dt). (11)

The dummy variableDt represents 7 crisis periods (see Section 3.1 for more details on the exact

specification of the crisis dummies). We test for contagion during a particular crisis period either

at the global or regional level by testing respectively whethervw,1 = 0 andvreg,1 = 0. BHN also

perform an overall test for contagion by testing whethervw,0 = vw,1 = 0 andvreg,0 = vreg,1 =

0. In our view, one should be careful with interpreting a significant intercept as evidence for

contagion. As explained in detail in Appendix A, a negativevw,0 and/orvreg,0 does signal

contagion, but a positivevw,0 and/orvreg,0 indicates misspecification rather than contagion. The

systematic underestimation of the betas may be caused by measurement problems with respect

to the global (regional) market shocks or by an omitted factor. In the empirical part, we focus

primarily on the significance ofvw,1 andvreg,1 to test for contagion.

We estimate equation (9) with fixed effects and accommodate for groupwise heteroskedastic-

ity. The standard errors of the parameters are corrected for heteroskedasticity using the White

heteroskedasticity consistent covariance matrix.

3 Estimation results

This section first reviews the data used in the analysis. Second, we briefly describe the estima-

tion results from the two-factor models. Third, we discuss the main findings from the contagion

tests based on the estimates of the best performing model. Finally, we compare the contagion

test results for various levels of complexity of the specification of the global and regional market

exposures.
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3.1 Data Description

We investigate the effect of a particular choice for the beta specification on contagion tests us-

ing a sample of 14 European countries (see Table 1). We use weekly US$ total returns from

Datastream for the period January 1973 till December 2004. As argued before, we use two

structural instruments in our specification of global and regional market exposures, namely a

trade integration measure and an industry misalignment measure. The trade integration measure

is calculated as the ratio of imports plus exports over GDP. The empirical model distinguishes

between global and regional market shocks, and so does our trade integration measure. More

specifically, the trade integration measure entering the regional market beta only considers the

country’s trade with other countries within Europe. Similarly, the trade variable entering the

global market beta contains the country’s trade with all countries outside Europe. All data is

quarterly and has been obtained from the OECD6. The misalignment of the industrial compo-

sition of the countries relative to the world (region) is measured as the square root of the mean

squared errors between industry weights, i.e.

X
w(reg)
c,t =

√∑N

i=1

(
wc

i − w
w(reg)
i

)2

, (12)

whereN is the number of industries,wc
i the weight of industryi in countryc andw

w(reg)
i the

weight of industryi in the world (region). Weights are computed as the market capitalization

of a certain industry in a particular country to the total market capitalization in that country.

Market capitalizations are obtained from Datastream. The evolution of the trade integration

and industry misalignment measures is depicted in Table 1. We observe an substantial increase

in both intra and extra-regional trade for nearly all 14 European countries. For all countries,

within-region trade is substantially higher than trade with countries outside Europe. Industry

alignment has decreased substantially over the last 30 years in nearly all countries, both with

respect to the world and to the region. Noticeable exceptions are Finland and Sweden, whose

stock markets became both dominated by TMT related firms at the end of the 1990s. The fact

that industry structures seem to be more aligned across countries in the 1990s compared to the

1970s - at least when measured through the equity market - suggests that integration has not yet

lead to further specialization in the sense of Krugman.

As argued before, we model the potential cyclicality of the global (regional) market betas by

6The import and export data are obtained from the module ‘Monthly Foreign Trade Statistics’ from the OECD.

All data is seasonally adjusted and converted from a quarterly to a weekly frequency through interpolation.
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either allowing the intercept to switch between two states or by making the beta an affine func-

tion of a lagged term spread variable. For the global beta, we use the US term spread, defined

as the difference between the yield on 10-year government bonds and 1-year treasury bills. We

employ the German term spread - calculated in a similar fashion - for the regional European

betas.

Finally, for the contagion tests, we consider the following crisis periods: the crash of ’87, the

Mexican Peso crisis at the end of 1994, the Asian crisis of the second half of 1997 and the

beginning of 1998, the Russian cold in August 1998 (including the LTCM crisis), the Nasdaq

Rash in April of 2000 and the 9/11/2001 terrorist attack. Using starting and ending dates which

are commonly used in the contagion literature (see Table 1), we create dummies that take on the

value of 1 in a particular crisis period and zero otherwise. In addition, we create a dummy that

distinguishes between high and low volatility periods. We create this dummy based on estimates

from our regime-switching Asymmetric GARCH model on global equity market returns, as

explained in Section 2.1. The dummy has zeros except for times when the smoothed probability

of being in the high global equity market volatility regime is larger than 50% (See Figure 1)7.

We perform the formal contagion tests for each of the 7 dummies.

3.2 Factor Model Results

Section 2.1 outlined our most general specification for the two factor model. In practice, how-

ever, we may not need all the flexibility offered by this complex specification. We distin-

guish respectively between models with constant betas (Cst), instrumental betas (Inst), regime-

switching betas (RS) and regime-switching instrumental betas (RSInst). For the time being,

we include both structural instruments, namely the trade integration and industry alignment

variables.

To differentiate between various restricted versions of this model, we use a number of likeli-

hood ratio tests8. Unfortunately, standard asymptotic theory does not apply for tests of multiple

regimes against the alternative of one regime because of the presence of nuisance parameters

7The selection of the 50% cut off point to classify the volatility regimes is not crucial as regimes are well

defined (smoothed probabilities are either close to 0% or to 100%).
8When the compared models are not nested (like is the case comparing the regime-switching with the constant

beta specification), we follow Pagan and Schwert (1990) and choose the model with the highestR2 in a regression

of the realized variance, proxied by the squared returnsr2
c,t on the predicted total variance, i.e.(

(
βw

c,t

)2
σ2

w,t +(
βreg

c,t

)2
σ2

reg,t + σ2
c,t).
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under the null of one regime. Similar to Ang and Bekaert (2002), we use an empirical likelihood

ratio test. In a first step, the likelihood ratio statistic of the regime-switching model against the

null of one regime is calculated. Second,N series (of lengthT, the sample length) are generated

based upon the model with no regime switches. For each of theN series, both the model with

and without regime switches is estimated. The likelihood values are stored in respectivelyLRS

andLNRS. For each simulated series, as well as for the sample data, the Likelihood Ratio (LR)

test is calculated asLRNRS↔RS = −2 log (LNRS − LRS) . Finally, the significance of the LR

test statistic is obtained by calculating how many of the LR test values on the simulated series

are larger than the LR statistic for the actual data. Table 3 presents (empirical) likelihood ratio

tests for Europe and the 14 European countries9. The first column reports the best performing

model based on these tests. We find that models with both instruments and a latent regime

variable in the specification of the global and regional market exposures outperform more re-

stricted versions, notable constant beta specifications or specifications with either instruments

or a regime variable. The only exception is Norway where a model with only regime-switching

betas is preferred over a model also including structural instruments.

Table 3 further reports the estimation results for the best performing beta specification. The

beta intercepts differ substantially between the two regimes for both the global and regional

factor. According to a Wald test, the global and regional market betas are statistically different

between regimes in respectively 10 and 12 of the 14 European countries. Moreover, also the

global market beta of the region Europe varies substantially across regimes. The betas of many

European countries (and the region Europe) are not only driven by a latent regime variable, but

also by the structural variables. For nearly all European countries, exposures to both global

and regional shocks are positively related to trade openness, and are so in a statistically and

economically meaningful way. For the euro area countries, the trade variable has a positive and

significant effect on the global beta for all countries except for Austria and Spain10. For Austria,

France, Germany, and the Netherlands, trade has an additional positive and significant effect on

the regional market beta. For the other European countries, we find a significant influence of

the trade variables for Denmark, Sweden, and Switzerland, but not for Norway and the United

Kingdom. The strong effect of trade on the betas of the European countries - and especially

those now part of the euro area - indicates that the process of European economic and financial

integration has lead to a more homogeneous valuation of European equities11. We do find,
9For detailed estimation results, we refer to Baele and Inghelbrecht (2006).

10For Ireland and Italy, the trade variable is significant at a 10 percent level only.
11The trade variable may not only proxy for economic, but also for monetary and financial integration. Indeed,
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however, the effect of trade openness to be stronger for global than for regional market betas,

suggesting that globalization may be at least as important in this respect as regional economic

integration. Similar to the trade variable, the industry misalignment instrument is mainly related

to the global market betas of European countries, however to a lesser extent. In 6 out of 14

cases this variable enters significantly with the expected negative sign, indicating that a more

aligned industry structure leads to higher market betas and, ceteris paribus, higher cross-market

correlations. Industry misalignment also has a significant impact on the global market beta of

Europe.

Table 4 reports the evolution of the global and regional market betas over different subperiods,

as implied by our optimal beta specification. The European market beta has increased substan-

tially, from about 0.72 in the period 1973-1982 to about 0.91 in the period 1997-2004. In the

euro area, both global and regional betas are more than 40 percent higher in the period 1997-

2004 compared to the period 1973-1982. For the other European countries, large increases are

observed in Denmark, Sweden, and Switzerland. While the betas have stayed relatively con-

stant in Norway, the beta of the UK with respect to the regional European market has decreased

by more than 30 percent.

To complete this section, Figure 2 plots the evolution of the average market-weighted condi-

tional correlations across the 14 European countries, based on the results of the optimal factor

model. The correlations are fundamental-implied, originating from the joint exposure to the

same fundamental factors, and should be ‘contagion-free’. They reflect the effect of both cycli-

cal economic fluctuations as well as structural changes in the economy on global and regional

betas. We notice a structurally-driven increase in cross-country correlations over time. More-

over, the correlations appear to be typically higher in times of economic downturn. Clearly,

this correlation asymmetry should not be mistaken with contagion. Interestingly, as shown by

Figure 3, restricted versions of the beta specifications lead to substantial mismeasurement of

the cross-country correlations over time. While restricted versions, especially the constant beta

specification, typically overestimate correlations before 1990, the opposite is the case there-

after. In the next section, we will investigate whether such correlation biases also lead to wrong

conclusions about contagion.

we find a high correlation between our trade variable and the Quinn measure of capital account openess (see e.g.

Quinn (1997) ).
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3.3 Results Contagion Tests for optimal model

In this section, we test for contagion for a set of 14 European countries based on estimates

from our optimal two-factor model. First, we perform an informal contagion test by comparing

unconditional correlations between crisis and non-crises periods. Second, we present estimates

from the formal contagion test discussed in Section 2.2.

3.3.1 Preliminary Contagion Analysis

Table 5 reports correlations between the country-specific shocks and respectively the global,

regional, and the other country-specific shocks, based on the optimal beta specification. We

report correlations for the full sample as well as for tranquil and crisis times. The crisis period

is identified as the periods where at least one crisis dummy equals one. The exact definitions

of the crisis periods can be found in Table 2. The tranquil period corresponds to all non-crisis

observations.

Generally, we do not find evidence of increasing correlation in the crisis period of local return

shocks with both global and regional market shocks12. Only for Switzerland (with 10 percent)

and The Netherlands (with 12 percent) we do find an increase in correlation of local market

shocks with respectively global and regional market shocks. For both countries, however, we

do not find evidence of excess within-region correlation. We do find positive excess correlation

of local return shocks in Austria, Belgium, Denmark, and Norway with return shocks in the

other markets, even though we only find a statistically significant increase in the crisis period

for Austria. Overall, we do not find any evidence of contagion between European countries.

3.3.2 Formal Contagion Analysis

Table 6 reports results from the contagion test outlined in Section 2.2, more specifically the

results from estimating equations (9), (10), and (11). Panel A tests whether the country-specific

shocks exhibit excess correlation with respect to global market shocks. Similarly, Panel B con-

siders the case of excess correlation with respect to the regional market shocks. We differentiate

between different crisis periods, namely the 1987 crash, the Mexican Crisis, the Asian Crisis,

the Russian/LTCM crisis, the Nasdaq Rash, and the 09/11 terrorist attacks. We also test for ex-

12We test for zero correlations over the different periods according to the following asymptotic distribution:√
Nρ̂

a
˜N(0, 1) with N the number of observations in the specific period andρ̂ the estimated correlation.
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cess comovement in times of high market volatility. For exact definitions on the crises periods,

we refer to Table 2.

Panel A of Table 6 provides little evidence in favour of contagion. First, the estimate ofvw,1,

i.e. the increase in correlation between local markets and global markets in crisis periods, is

economically small and statistically insignificant during the Mexican crisis, the Asian crisis, the

Russian / LTCM crisis, and during the period directly after the 9/11 terrorist attacks. Second,

we do not find a meaningful increase in global market exposures in times of high world market

volatility. Third, we find a statistically significantdecreasein global market exposure during the

1987 market crash and the more recent Nasdaq Rash. During these two crisis periods, European

equity markets actually became less exposed to global market shocks, which is good news for

both investors and policy makers.

Panel A of Table 6 also reports BHN’s overall test for contagion, a test of whether bothvw,0 and

vw,1 are equal to zero. Similar to BHN, we find that the null hypothesis of no overall contagion

is rejected for all crisis periods. The significance of the test for overall contagion is entirely

driven by the significance of the interceptvw,0. As argued before, one has to be careful inter-

preting this overall test for contagion. Suppose that market exposures are indeed higher in crisis

periods (contagion) but that the beta specification does not take this into account. In this case,

MLE will push beta estimates upwards to accommodate for higher betas in crises periods. As

argued in Appendix A, the BHN contagion test allows the betas ex post to be different in tran-

quil and crisis periods. In this particular case of contagion, one expects a positive estimate for

vw,1 to reflect that market exposures are indeed higher during crisis periods. At the same time,

we expect a negative value forvw,0 : After correcting for higher betas during crisis periods, there

is no reason for ‘normal’ betas still to be biased upwards. Following the same argument, it is

difficult to reconcile apositiveinterceptvw,0 with contagion. Rather, it constitutes a systematic

underestimation of betas during normal times, possibly due to measurement error in the global

(regional) market shocks or a missing factor. As can be seen in Panel A of Table 6, the intercept

vw,0 is positive and significant for all crisis episodes, pointing towards misspecification of the

underlying factor model rather than at contagion. While the intercepts are statistically signifi-

cant, it is reassuring that the magnitude of the intercept is economically small (vw,0 is between

0.017 and0.021).

Similar results are found for the exposures with respect to regional market shocks (see Panel

B of Table 6). We find no evidence in favour of contagion during the Mexican Crisis, the

16



Asian crisis, the Nasdaq rash, the Russian / LTCM crisis, and during periods of high market

volatility. We do find strong contagion, though, directly after the 1987 market crash. While

local European equity markets became less exposed to global shocks, especially those in the

US, we observe a strong increase in the exposure to regional European shocks. Finally, while

the regional interceptvreg,0 is positive for all crisis periods, it is never statistically significant.

Overall, we do not find evidence of important contagion effects in European equity markets

during the last 20 years13.

3.4 Contagion and Alternative Beta Specifications

In the previous section, we tested for contagion based on residuals generated from our preferred

model, and found limited evidence for contagion. In this section, we test whether we would

have reached the same conclusion for more restricted versions of our model. We distinguish

respectively between specifications with constant, regime-switching, instrumental and regime-

switching instrumental betas.

Panel A and B of Table 7 report results from the contagion tests for constant beta model (line

1), regime-switching beta model (line 2), and instrumental beta model (line 3), and compare

them with the results from the most general regime-switching instrumental beta model (line 7),

which is our optimal model (except for Norway). The instrumental beta specification contains

two instruments, namely a trade integration and industry alignment measure. We find a number

of interesting results. First, a contagion test based on constant global/regional market exposures

indicates contagion from global markets during the Asian crisis, the 9/11 terrorist attacks, and

during periods of high market volatility, while no contagion is found when country-specific

shocks are generated with our optimal model. Similarly, constant beta models indicate regional

contagion during the Asian crisis, the Russian / LTCM crisis, and during periods of high world

market volatility, while our preferred model does not.

Second, models with time-varying factor exposures, either modeled by conditioning on a latent

regime variable or on structural instruments, mostly yield the same conclusions as the preferred

model. We observe though some discrepancies. The specification with only regime-switches

does indicate contagion from global markets during the 9/11 and high world market volatility

periods, while the other time-varying beta models do not. The results of the specification that

13As the UK behaves somehow differently from the other European countries, we have done the contagion

analysis excluding the UK. Excluding the UK does however not affect the results.
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only conditions market exposures on structural instruments are in line with the results of the

optimal model14. This finding underlines the need to especially accommodate for structural

changes in market interdependences in any test for contagion.

Notice that BHN make the global (regional) betas a function of one structural instrument only,

namely the trade integration variable. In line 4 of Panel A and B of Table 7, we report contagion

test results for specifications where the beta is conditioned only on the trade integration instru-

ment. We find that the results for this specification are mostly in line with our preferred factor

model. Nevertheless, the BHN model does indicate contagion in periods of high volatility, while

our preferred model does not. Notice that all models except the optimal one indicate contagion

in highly volatile periods, suggesting that one should accommodate for both structural changes

and cyclical fluctuations in the market betas.

Above, we focused on the pure contagion test, namely on the sign and significance ofvw,1 and

vreg,1. Table 7 contains, however, also a number of interesting findings with respect to the in-

tercept coefficientsvw,0 andvreg,0. First, the global interceptvw,0 is positive and significant for

most of the beta specifications. While this suggest that the factor models are all misspecified,

the coefficients are all economically small and never higher than 0.021. Second, we find sub-

stantial differences across the various beta specifications for the regional interceptvreg,0. While

the intercept is both economically and statistically insignificant for the optimal model, we ob-

serve relatively large and statistically significant values for other beta specifications. Especially

the constant beta model performs badly with coefficients of up to 0.063, indicating that factor

models with constant exposures are misspecified.

Our optimal model allows the global (regional) market exposures to vary with a latent regime

variable. Despite that we limit the number of possible states to two, it is still possible that our

regime variable does not (only) pick up cyclical movements in market betas, but also contagion

episodes. If this would be the case, our tests would be biased against finding contagion. As a

robustness check, we replace the latent regime variable by the lagged term spread, an often used

instrument to predict cyclical movements. As can be seen from line 5 in Panel A and B of Table

7, the contagion test results of a model with structural instruments and the lagged term spread

are similar to our preferred model, suggesting that our finding of ‘no contagion’ is robust to

14The only difference is that we observe a significantvreg,1 during the 09/11 terrorists attack, but the coefficient

is negative.
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using observed cyclical instruments rather than a latent regime variable as a proxy for cyclical

movements.

4 Conclusion

In a recent article, Bekaert et al. (2005a) define contagion as “correlation over and above what

one would expect from economic fundamentals”. They developed a two-factor asset pricing

specification to model fundamentally-driven linkages between markets. Conditional on the

particular specification of the factor model, they define contagion as correlation among the

model residuals, and develop a corresponding test procedure. By specifying a dynamic factor

model to characterize cross-market interlinkages, BHN overcome a major disadvantage of the

Forbes and Rigobon (2002) bias correction, namely that their test does not work well in the

presence of common shocks. At the same time, though, the BHN contagion test requires a

correct characterization of fundamental linkages between markets. In this respect, their null

hypothesis is a joint test for no contagion and a correct factor specification.

The main aim of this paper is to investigate to what extent conclusions from the BHN contagion

test depend on the actual specification and complexity of the dynamic factor model chosen. At

the one hand, we follow Bekaert et al. (2005a) in their choice for a two-factor model, where

the two factors are shocks to respectively global and regional European equity markets. Our

paper differs from BHN, however, in how we model the exposures or ‘betas’ with respect to

the factors. Our most general specification conditions the global and regional market betas on

two structural instruments and a latent regime variable. The two structural instruments proxy

for respectively trade openness and industry structure alignment. The latent regime variable ac-

commodates for potential cyclicality in the market betas. We estimate this general specification

as well as more restricted version on a set of 14 European equity markets.

We find a number of interesting results. First, our specification tests indicate that the model

with both structural instruments and a latent regime variable is preferred over more restricted

versions in all but one of the countries. Both global and regional market betas have increased

substantially over the last three decades, reflecting increasing economic and financial integra-

tion. Second, conditional on our preferred model, we do not find evidence for contagion during

any of the crisis periods we consider, namely the Mexican crisis, the Asian crisis, the Russian

/ LTCM crisis, the Nasdaq Rash, the 9/11 terrorist attacks, and periods of high market volatil-
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ity. Third, specifications with constant global (regional) market exposures miscorrectly identify

contagion during the Asian crisis, the 9/11 terrorist attacks, and periods of high volatility. On

the hand, models with time-varying betas, either modeled by (a subset of) structural instru-

ments or a latent regime variable, yield mostly the same conclusions with respect to contagion

as our preferred model. Our results indicate that any test for contagion should take into account

time-varying equity market interdependences.

From a methodological point of view, we provide for an alternative interpretation of the ‘overall’

contagion test of Bekaert et al. (2005a). More specifically, we distinguish between a contagion

test and a misspecification test for the underlying factor model. We find considerable evidence

that the various factor models are indeed misspecified. The degree of misspecification, however,

decreases with model complexity. While even the more complex models are misspecified in a

statistical sense, the biases on parameter estimates are generally small in economic terms.
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Appendix A Contagion versus Model Misspecification

We have the following fundamental two factor model for countries:

rc,t = µc,t−1 + βw
c,tew,t + βreg

c,t ereg,t + ec,t (A-1)

whererc,t is the return for countryc, µc,t−1 the timet− 1 expected return of countryc, ew,t and

ereg,t respectively the global and regional market shocks,ec,t the country-specific shock, andβw
c,t

andβreg
c,t the time-varying exposures of countryc’s returns with respect to the global and regional

market shocks.βw
c,t andβreg

c,t are assumed to capture fundamental and cyclical movements in the

returns. The country residuals could however show excess correlation, whether or not related to

crisis periods. To model this excess correlation, we use the following model:

êc,t = wc + vw,têw,t + vreg,têreg,t + uc,t (A-2)

with

vw,t = (vw,0 + vw,1Dt) (A-3)

vreg,t = (vreg,0 + vreg,1Dt). (A-4)

After replacing the shocks in equation (A-1) by their estimated values and substituting in equa-

tions (A-2), (A-3) and (A-4), we obtain

rc,t = (µc,t−1 + wc) + (βw
c,t + vw,0 + vw,1Dt)êw,t + (βreg

c,t + vreg,0 + vreg,1Dt)êreg,t + uc,t

or, more concise

rc,t = µ̃c,t−1 + β̃w
c,têw,t + β̃reg

c,t êreg,t + Ct + uc,t.

with

µ̃c,t−1 = µc,t−1 + wc (A-5)

β̃w
c,t = βw

c,t + vw,0 (A-6)

β̃reg
c,t = βreg

c,t + vreg,0 (A-7)

Ct = (vw,1êw,t + vreg,1êreg,t)Dt.

Ct can be labelled as the contagion component, i.e. the excess return in times of crisis which

is common to all countries. The bias in the global and regional market betas are captured by

respectivelyvw,0 andvreg,0. This bias can be caused by a number of things. First, in casevw,0
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andvreg,0 are negative, the bias is caused by contagion. Basically when contagion is important

and the model is not able to capture it, the betasβw
c,t andβreg

c,t will be biased upwards. Adding

contagion dummies to the specifcation, the negative values forvw,0 andvreg,0 will bring the

betas down in no-contagion periods, i.e. will account for the bias. The resultingβ̃w
c,t andβ̃reg

c,t

will be unbiased. The excess correlation due to contagion, will be captured by a positivevw,1

andvreg,1
15.

Second, model misspecification will causevw,0 andvreg,0 to be positive. A positivevw,0 and

vreg,0 imply that respectively the global market betasβw
c,t and the regional market betasβreg

c,t are

systematically underestimated. This underestimation can be explained by measurement errors.

As the actual global market shockew,t and regional market shockereg,t are not know, they must

be replaced by estimates. The resulting measurement error will bias the estimates forβw
c,t and

βreg
c,t downward. This is typically called the attenuation bias. Baele and Inghelbrecht (2006)

have shown that the global market betas and the regional market betas do not sum to one16.

They are slighly below one. The attenuation bias may well account for that.

Finally, note that there may also be excess correlation between the residualsuc,t of each country.

This could signal that there is a missing factor. This is however not the focus of the paper.

15As the country return is in fact a part of the global and regional market portfolio return, we may have a

simultaneity problem. This could also cause the estimates of the betas to be upward biased, resulting in negative

values forvw,0 andvreg,0.
16When the factor model is correctly specified, betas should sum to one.
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Figure 1: Smoothed Probabilities of the Global Market Volatility Regimes
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Figure 1 plots the smoothed probabilities that the global market equity returns are in the high volatility state. The probabilities
are obtained from estimating the regime-switching Asymmetric GARCH model outlined in Section 2.1.

Figure 2: Average Fundamental Model-Implied Correlations between European countries

1970 1975 1980 1985 1990 1995 2000 2005
0.4

0.45

0.5

0.55

0.6

0.65

0.7

0.75

0.8

0.85

0.9

Figure 2 reports the average fundamental model-implied cross-country correlations over time for 14 European countries. The
implied correlations are computed using the optimal models as reported in Table 3. World recessions are shaded in gray to
illustrate cyclical movements in correlations. The recessions are identified as the periods from the peaks to the throughs of
the detrented world GDP.
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Figure 3: Average Mismeasurement in Correlations Due to Restrictive Beta Specifications
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Figure 3 reports the average mismeasurement in correlations due to using the wrong beta specification for 14 European
countries. We differentiate between mismeasurement based on constant beta model (Constant Beta), regime-switching beta
model (RS Beta) and instrumental beta model (Instr Beta). The instrumental beta model concerns the model including both
trade integration and industry alignment measure.
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Table 1: Structural Instruments for Europe and 14 European Countries over Different Periods
This table displays subperiod averages of the structural instruments for Europe and 14 European countries. The trade integration
measure is calculated as the ratio of imports plus exports over GDP. Data is obtained from the OECD. We make a distinction between
trade with the world (W) (excluding the region Europe) and trade with the region Europe (R). The misalignment measure for Europe is
computed as the square root of the mean squared errors between the industry weights of the region Europe and the industry weights of
the world. For the countries, we make a distinction between the errors relative to the weights of the world (W) and the errors relative
to the weights of the region Europe (R).

Country W/R Trade Integration Misalignment
1970s 1980s 1990s 90s v 70s1970s 1980s 1990s 90s v 70s

(% diff.) (% diff.)
Europe W 8.1% 9.2% 8.9% 10.4% 14.8% 12.0% 7.4% -49.7%
Austria W 5.1% 7.0% 6.7% 31.4% 31.5% 36.9% 29.9% -5.3%

R 31.1% 34.3% 38.6% 24.0% 22.1% 28.5% 26.2% 18.8%
Belgium W 12.3% 13.3% 16.2% 32.4% 40.7% 29.8% 33.1% -18.7%

R 62.6% 78.1% 77.6% 24.0% 37.1% 30.2% 29.9% -19.5%
Denmark W 6.7% 8.3% 7.7% 14.1% 30.4% 30.9% 25.4% -16.5%

R 31.4% 33.9% 34.1% 8.9% 30.8% 32.2% 25.5% -17.3%
Finland W 11.1% 14.5% 12.7% 14.5% - 15.0% 34.4% -

R 25.4% 24.6% 27.9% 9.7% - 15.7% 40.0% -
France W 5.9% 6.9% 6.8% 15.7% 22.4% 19.8% 12.1% -45.7%

R 17.0% 19.3% 21.8% 27.8% 28.0% 22.3% 14.6% -47.9%
Germany W 7.1% 9.2% 9.0% 25.9% 25.2% 26.2% 25.9% 2.8%

R 22.2% 27.7% 26.0% 17.2% 26.8% 26.7% 27.0% 0.7%
Ireland W 11.1% 15.3% 24.0% 115.9% 44.0% 40.9% 33.1% -24.7%

R 54.3% 59.3% 65.5% 20.5% 35.5% 36.1% 28.8% -18.9%
Italy W 7.6% 7.7% 6.4% -15.5% 47.7% 47.4% 37.4% -21.5%

R 18.2% 18.9% 20.5% 12.3% 38.4% 43.2% 35.0% -8.8%
Netherlands W 11.6% 13.9% 14.3% 22.9% 31.6% 36.5% 27.9% -11.5%

R 46.4% 54.7% 55.4% 19.3% 30.8% 35.1% 23.9% -22.6%
Norway W 7.8% 6.8% 8.4% 8.0% - 48.3% 38.2% -

R 32.2% 34.4% 32.7% 1.5% - 47.5% 36.0% -
Spain W 6.0% 7.3% 5.4% -9.9% - 29.3% 30.7% -

R 8.9% 12.2% 20.6% 132.5% - 8.9% 29.1% -
Sweden W 7.1% 10.1% 12.1% 70.5% - 25.9% 26.4% -

R 25.2% 32.6% 37.4% 48.1% - 20.9% 31.9% -
Switzerland W 9.2% 10.1% 9.3% 1.0% 47.6% 37.5% 45.6% -4.2%

R 37.4% 33.4% 30.8% -17.7% 49.0% 35.1% 46.1% -6.0%
UK W 12.7% 11.2% 11.3% -10.8% 21.5% 17.3% 16.5% -22.9%

R 20.0% 21.7% 22.1% 10.5% 20.8% 21.1% 19.6% -5.6%
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Table 2: The Different Event Windows for Constructing the Dummies
This table reports the different dummies used in the contagion analysis. The dates are based on the ones which are traditionally used
in the literature. They are also consistent with the chronology of economic and market events provided by Macro-Dev through their
website ’hhtp://www.macro-dev.com’. Macro-Dev has established itself as a leading web provider of economic forecasts and market
analysis. The ’high world volatility state’ event concerns a dummy which takes on the value one if the smoothed probability of being
in the high world volatility state is higher than 0.5. The probabilities are retrieved from our regime-switching Asymmetric GARCH
model, estimated on global equity market returns. The smoothed probability of being in the high volatility state is presented in Figure
1.

Event Begin End
Crash ’87 19/10/1987 26/10/1987
Mexican Crisis 19/12/1994 31/01/1995
Asian Crisis 01/04/1997 30/10/1998
Russian Crisis + LTCM 01/08/1998 30/09/1998
Nasdaq Rash 01/04/2000 30/04/2000
Attack 09/11 11/09/2001 11/10/2001
High World Volatility State see Figure 1
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Table 6: Cross-section Analysis of Country Residuals for Optimal Factor Model
The time-series-cross-section regression model is estimated as outlined in Section 2 for all European countries in our sample,
accommodating group-wise heteroskedasticity. We use the residuals based on the optimal factor model as discussed in Section
3.2. We make a distinction between world residuals (Panel A) and regional residuals (Panel B) affecting the country residuals.
The model is estimated for each of the 7 crisis dummies as shown in Table 2. P-values are reported between brackets.

v0 v1 Wald: v0 = v1 = 0
Dummy estimate p-value estimate p-value estimate p-value
Panel A: World Residuals
Crash ’87 0.017 (0.016) -0.332 (0.041) 9.549 (0.008)
Mexican Crisis 0.020 (0.003) -0.063 (0.579) 8.714 (0.013)
Asian Crisis 0.021 (0.004) -0.005 (0.844) 8.631 (0.013)
Russian Crisis + LTCM 0.020 (0.004) 0.012 (0.832) 8.714 (0.013)
Nasdaq Rash 0.021 (0.002) -0.195 (0.021) 13.731 (0.001)
09/11 0.019 (0.006) 0.065 (0.328) 9.090 (0.011)
High World Volatility State 0.019 (0.040) 0.003 (0.846) 8.724 (0.013)
Panel B: Regional Residuals
Crash ’87 0.008 (0.398) 0.933 (0.003) 9.493 (0.009)
Mexican Crisis 0.013 (0.164) -0.192 (0.454) 2.419 (0.298)
Asian Crisis 0.013 (0.201) 0.018 (0.701) 2.086 (0.352)
Russian Crisis + LTCM 0.012 (0.214) 0.102 (0.265) 3.109 (0.211)
Nasdaq Rash 0.014 (0.148) -0.089 (0.590) 2.299 (0.317)
09/11 0.015 (0.128) -0.146 (0.232) 3.475 (0.176)
High World Volatility State 0.011 (0.344) 0.008 (0.708) 1.976 (0.372)
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Table 7: Cross-section Analysis of Country Residuals for Alternative Beta Specifications
The time-series-cross-section regression model is estimated as outlined in Section 2 for all European countries in our sample. We make a
distinction between world residuals (Panel A) and region residuals (Panel B) affecting the country residuals. The model is estimated using
the 7 dummies as shown in Table 2. Moreover the model is estimated for different sets of residuals. We use residuals based on respectively
contant beta model, regime-swiching beta model, instrumental beta model and regime-switching instrumental beta model. For the instrumental
beta model we differentiate between an instrumental beta model with trade integration (TI) and industry alignment (IA) as structural variables,
an instrumental beta model with only trade integration (TI) as structural variable and a instrumental beta model including the term spread as
additional instrument. The regime-switching instrumental beta model includes trade integration (TI) and industry alignment (IA) as structural
variables. The panel model is estimated accommodating group-wise heteroskedasticity. P-values are reported between brackets.

Panel A: World Residuals

World Residual
v0 v1 Wald: v0 = v1 = 0

Dummy/Model estimate p-value estimate p-value estimate p-value
Part A: Crash ’87
Constant 0.017 (0.024) -0.251 (0.003) 12.992 (0.002)
Regime-Switching 0.015 (0.036) -0.448 (0.001) 14.381 (0.001)
Instrumental: TI + IA 0.019 (0.008) -0.204 (0.014) 12.045 (0.002)
Instrumental: TI 0.014 (0.053) -0.187 (0.025) 8.088 (0.018)
Instrumental: TI + IA + Term 0.019 (0.008) -0.222 (0.010) 12.536 (0.002)
Regime-Switching Instrumenal (TI + IA) 0.017 (0.016) -0.332 (0.041) 9.549 (0.008)
Part B: Mexican Crisis
Constant 0.014 (0.072) -0.068 (0.536) 3.487 (0.175)
Regime-Switching 0.016 (0.031) -0.085 (0.464) 5.025 (0.081)
Instrumental: TI + IA 0.019 (0.009) -0.026 (0.816) 6.762 (0.034)
Instrumental: TI 0.015 (0.043) -0.015 (0.879) 4.115 (0.128)
Instrumental: TI + IA + Term 0.019 (0.009) -0.026 (0.805) 6.804 (0.033)
Regime-Switching Instrumenal (TI + IA) 0.020 (0.003) -0.063 (0.579) 8.714 (0.013)
Part C: Asian Crisis
Constant 0.009 (0.284) 0.084 (0.001) 15.103 (0.001)
Regime-Switching 0.015 (0.052) 0.016 (0.540) 5.296 (0.071)
Instrumental: TI + IA 0.017 (0.026) 0.037 (0.156) 9.581 (0.008)
Instrumental: TI 0.012 (0.102) 0.040 (0.124) 7.123 (0.028)
Instrumental: TI + IA + Term 0.017 (0.025) 0.035 (0.172) 9.486 (0.009)
Regime-Switching Instrumenal (TI + IA) 0.021 (0.004) -0.005 (0.844) 8.631 (0.013)
Part D: Russian Crisis + LTCM
Constant 0.013 (0.105) 0.084 (0.163) 5.252 (0.072)
Regime-Switching 0.015 (0.032) 0.006 (0.914) 4.718 (0.095)
Instrumental: TI + IA 0.018 (0.012) 0.044 (0.455) 7.441 (0.024)
Instrumental: TI 0.014 (0.052) 0.043 (0.476) 4.683 (0.096)
Instrumental: TI + IA + Term 0.018 (0.012) 0.045 (0.432) 7.535 (0.023)
Regime-Switching Instrumenal (TI + IA) 0.020 (0.004) 0.012 (0.832) 8.714 (0.013)
Part E: Nasdaq Rash
Constant 0.015 (0.057) -0.156 (0.068) 6.362 (0.042)
Regime-Switching 0.017 (0.022) -0.188 (0.028) 9.289 (0.010)
Instrumental: TI + IA 0.020 (0.006) -0.198 (0.018) 12.143 (0.002)
Instrumental: TI 0.016 (0.027) -0.243 (0.006) 11.633 (0.003)
Instrumental: TI + IA + Term 0.020 (0.006) -0.206 (0.014) 12.591 (0.002)
Regime-Switching Instrumenal (TI + IA) 0.021 (0.002) -0.195 (0.021) 13.731 (0.001)
Part F: 09/11
Constant 0.011 (0.176) 0.267 (0.000) 20.809 (0.000)
Regime-Switching 0.013 (0.075) 0.200 (0.001) 15.542 (0.000)
Instrumental: TI + IA 0.018 (0.015) 0.080 (0.194) 8.508 (0.014)
Instrumental: TI 0.014 (0.065) 0.103 (0.102) 6.867 (0.032)
Instrumental: TI + IA + Term 0.018 (0.014) 0.079 (0.194) 8.547 (0.014)
Regime-Switching Instrumenal (TI + IA) 0.019 (0.006) 0.065 (0.328) 9.090 (0.011)
Part G: High World Volatility State
Constant -0.024 (0.014) 0.067 (0.000) 19.492 (0.000)
Regime-Switching -0.007 (0.458) 0.040 (0.005) 10.366 (0.006)
Instrumental: TI + IA 0.018 (0.055) 0.001 (0.954) 6.956 (0.031)
Instrumental: TI 0.010 (0.283) 0.008 (0.581) 4.083 (0.130)
Instrumental: TI + IA + Term 0.019 (0.051) 0.000 (0.978) 7.081 (0.029)
Regime-Switching Instrumenal (TI + IA) 0.019 (0.040) 0.003 (0.846) 8.724 (0.013)
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Panel B: Regional Residuals

Regional Residual
v0 v1 Wald: v0 = v1 = 0

Dummy/Model estimate p-value estimate p-value estimate p-value
Part A: Crash ’87
Constant 0.062 (0.000) 0.463 (0.005) 47.298 (0.000)
Regime-Switching 0.032 (0.001) 1.037 (0.000) 25.749 (0.000)
Instrumental: TI + IA 0.038 (0.000) 0.463 (0.002) 25.836 (0.000)
Instrumental: TI 0.041 (0.000) 0.466 (0.002) 28.172 (0.000)
Instrumental: TI + IA + Term 0.036 (0.000) 0.459 (0.001) 25.810 (0.000)
Regime-Switching Instrumenal (TI + IA) 0.008 (0.398) 0.933 (0.003) 9.493 (0.009)
Part B: Mexican Crisis
Constant 0.063 (0.000) -0.176 (0.507) 38.763 (0.000)
Regime-Switching 0.035 (0.000) -0.180 (0.486) 12.775 (0.002)
Instrumental: TI + IA 0.041 (0.000) -0.180 (0.493) 17.325 (0.000)
Instrumental: TI 0.045 (0.000) -0.157 (0.552) 20.316 (0.000)
Instrumental: TI + IA + Term 0.039 (0.000) -0.170 (0.525) 16.298 (0.000)
Regime-Switching Instrumenal (TI + IA) 0.013 (0.164) -0.192 (0.454) 2.419 (0.298)
Part C: Asian Crisis
Constant 0.013 (0.201) 0.018 (0.701) 2.086 (0.352)
Regime-Switching 0.060 (0.000) 0.102 (0.035) 44.808 (0.000)
Instrumental: TI + IA 0.033 (0.001) 0.041 (0.390) 13.503 (0.001)
Instrumental: TI 0.039 (0.000) 0.048 (0.307) 18.855 (0.000)
Instrumental: TI + IA + Term 0.043 (0.000) 0.053 (0.266) 22.092 (0.000)
Regime-Switching Instrumenal (TI + IA) 0.013 (0.201) 0.018 (0.701) 2.086 (0.352)
Part D: Russian Crisis + LTCM
Constant 0.061 (0.000) 0.192 (0.078) 41.265 (0.000)
Regime-Switching 0.033 (0.001) 0.104 (0.305) 13.346 (0.001)
Instrumental: TI + IA 0.039 (0.000) 0.130 (0.210) 18.436 (0.000)
Instrumental: TI 0.043 (0.000) 0.138 (0.199) 21.507 (0.000)
Instrumental: TI + IA + Term 0.038 (0.000) 0.122 (0.229) 17.365 (0.000)
Regime-Switching Instrumenal (TI + IA) 0.012 (0.214) 0.102 (0.265) 3.109 (0.211)
Part E: Nasdaq Rash
Constant 0.063 (0.000) -0.082 (0.674) 39.030 (0.000)
Regime-Switching 0.035 (0.000) -0.083 (0.631) 12.949 (0.002)
Instrumental: TI + IA 0.041 (0.000) -0.138 (0.424) 17.783 (0.000)
Instrumental: TI 0.045 (0.000) -0.127 (0.477) 20.724 (0.000)
Instrumental: TI + IA + Term 0.040 (0.000) -0.132 (0.446) 16.769 (0.000)
Regime-Switching Instrumenal (TI + IA) 0.014 (0.148) -0.089 (0.590) 2.299 (0.317)
Part F: 09/11
Constant 0.063 (0.000) -0.133 (0.304) 38.184 (0.000)
Regime-Switching 0.036 (0.000) -0.196 (0.127) 14.631 (0.001)
Instrumental: TI + IA 0.042 (0.000) -0.237 (0.061) 20.515 (0.000)
Instrumental: TI 0.046 (0.000) -0.247 (0.058) 23.665 (0.000)
Instrumental: TI + IA + Term 0.041 (0.000) -0.237 (0.060) 19.536 (0.000)
Regime-Switching Instrumenal (TI + IA) 0.015 (0.128) -0.146 (0.232) 3.475 (0.176)
Part G: High World Volatility State
Constant 0.028 (0.017) 0.099 (0.000) 51.651 (0.000)
Regime-Switching 0.026 (0.022) 0.023 (0.283) 12.548 (0.002)
Instrumental: TI + IA 0.032 (0.007) 0.027 (0.207) 17.861 (0.000)
Instrumental: TI 0.031 (0.007) 0.040 (0.071) 21.970 (0.000)
Instrumental: TI + IA + Term 0.030 (0.010) 0.029 (0.185) 16.950 (0.000)
Regime-Switching Instrumenal (TI + IA) 0.011 (0.344) 0.008 (0.708) 1.976 (0.372)
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