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Abstract

While recently the after-cost profits of many anomalies are close to zero, investing
according to the Mean-Variance (MV) criterion has never been so rewarding. In par-
ticular, minimizing over transaction costs restores credibility in the capability of MV
strategies to efficiently target risk premia by timing stock risk premia, additionally
lowering downside risk and enhancing scalability. More generally, market timing and
estimation error are important drivers behind the dynamics of MV profitability in the
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1 Introduction

Recent years have witnessed a boost in the overall quality and efficiency of the U.S. stock
market.! Using the words in Chordia et al. (2014): “The improvements in trading technology
and liquidity are dramatic and quite unprecedented”. In line with these findings, Chen and
Velikov (2020) find that profits from trading in anomalies disappeared. In contrast, we find
that investing according to the Mean-Variance (MV) criterion over all the common stocks
traded on the NYSE/AMEX and NASDAQ has never been so rewarding. Several of our
strategies perform better then the equally and value weighted market portfolios as well as
broad ETF's such as the SPDR (mimicking the S&P 500 index) and the IWM (mimicking the
Russell 2000 index), earning annualized out-of-sample after-cost Sharpe ratios well above 1.
On the contrary, the top-right graph of Figure 4 shows how the Sharpe ratios of the leading 23

anomalies analyzed in Novy-Marx and Velikov (2016) are almost always below 0.5 recently.

We analyze the performance of three standard textbook types of MV strategies — the
MV Tangency Portfolio (MVTP), the Global Minimum Variance Portfolio (GMVP), and
four frontier portfolios targeting an annualized risk premium of 1% (MVP1), 5% (MVP5),
10% (MVP10) and 15% (MVP15) respectively — and their cost-optimized versions when
appropriate.? The two main contribution of our study are the findings that: 1) the stabilizing
role of cost minimization on portfolio weights can restore the credibility of MV strategies
to efficiently target risk premia, 2) market timing and estimation error are two key drivers
behind the profitability of MV strategies.

We find two robust patterns in the profitability of MV strategies over the recent past.
While the insights from the first one are mostly helpful in refreshing the typical known
properties of MV strategies, those from the second ones are new and represents the first
main contributions of this paper. We first document how GMV P, the simplest among all
MYV strategies, is very profitable and stable, earning after-cost Sharpe ratios of 1.12 and 1.29
in the absence of price pressure (depending on whether we use the past 6 or 12 months to

estimate the covariance matrix). More generally, textbook MV strategies tend to be very

1See for example Hendershott et al. (2011), Chordia et al. (2011) and Chordia et al. (2014).

20ur cost-optimized strategies are versions of GMVP and the four frontiers portfolio that minimizes over
transaction cost inside the MV optimization as we detail in Section 2.1. There is no cost-optimized equivalent
to the MVTP strategy since its cost-optimized analog depends on a given level of risk aversion.



profitable only when the impact of stock risk premia estimates is minimal and their main
source of profitability comes from timing stock covariances. That is, those strategies cannot
handle the estimation error present in the estimates of stock risk premia. What is new here is
the finding that the recent performance of GMV P is among the best over the last 100 years.

3 The second observed pattern, which represents the first

The rest is already well known.
main result of this paper, is the finding that minimizing over costs within the MV setup is a
way to restore credibility in the ability of MV strategies to efficiently target risk premia. MV
strategies minimizing portfolio variance and transaction costs subject to a targeted level of
risk premium have Sharpe ratios indistinguishable from those of GMVP and dominates their
textbook analogs (not minimizing over costs) at targeting higher premia. Once stock risk
premia are estimated using at least the past 10 years of data, cost-optimized MV strategies
targeting premia of 5,10 and 15% per annum have Sharpe ratios never below 1.2. In contrast,
standard analogs have ratios almost always smaller than 1. Furthermore, cost-optimizing
strategies are less prone to downside risk and more scalable (i.e. their profits are eroded less

from the price impact of trades).

We can explain these findings by analyzing the role played by trading costs in the MV
optimization. Olivares-Nadal and DeMiguel (2016) show how trading costs in the MV op-
timization can be thought as tuning parameters for stabilizing the performance. More gen-
erally, explicitly accounting for costs represents an economically sounded way to impose
bounds on the MV weights. This is because, as we assume in our paper (and most of the
literature),® when costs are proportional or proportional and quadratic there exists a no
trading region around the optimal allocation absent costs, and it is optimal to trade only
when the before-cost risk-return trade-off is enough far away from such optimum. We show
this point by illustrating how bounding the weights through cost minimization dominates
the adoption of standard MV strategies in the presence of either non-negative weights (no
short-selling allowed) or in the additional presence of uniform upper bounds on the maximal

positions in any single stock.

The stabilizing role played by cost-minimized weights allows to: i) unlock and profitably

exploit the information contained in stock risk premia, ii) attenuate downside risk, and

3See for example the literature on volatility timing, e.g. Fleming et al. (2001), and Moreira and Muir
(2017), and on the performance of GMV P, e.g. Jagannathan and Ma (2003), and Clarke et al. (2006, 2011)
4See for example Dybvig and Pezzo (2020) and reference therein.



iii) scale up. First we argue that the stabilizing role of cost-optimized weights allows to
market time stock risk premia by smoothing out the extra noise that prevents MV standard
strategies to exploit the information contained in the stock premia. This is because we find
that cost-optimized strategies that dominate their standard analogs derive a considerable
portion of their Sharpe ratios from market timing stock risk premia in contrast to their less
profitable analogs. Moreover the most profitable standard strategies load very little on stock
premia estimates and mostly derive their profitability from timing stock covariances (while
actually suffering from stock premia estimation error when the stock premia estimates are
considered as inputs). Second, we find that cost-optimized strategies uniformly have lower
exposures to downside risk as measured by the worst observed loss (Maximum Draw Down)
and the average time to recover from it. This is because the lower volatility present in the
realized returns helps to cap losses. Finally, explicitly modeling for price impact, by means
of quadratic transaction costs in our setup, enables cost-optimized strategies to consistently
scale up more (and be less sensitive to changes in price impact). This is an important new
insight in that it suggests that also large institutional investors can gain efficient market

exposures by exploiting the MV criterion.

The fact that cost-optimized strategies targeting higher premia are more profitable than
their standard analogs can be rationalized by the Frazzini and Pedersen (2014) “betting
against beta” theory. The systematic pattern found in the alphas (higher) and betas (lower)
of cost-optimized strategies vis-a-vis those of standard strategies matches the theory’s pre-
dictions. Therefore, these findings are sustained by an equilibrium model populated by
investors with different levels of trading constraints. While the original theory attributes
such constraints to different margin requirements in our re-interpretation we attribute them

to the presence of trading costs, a different type of trading constraint.

It is instructive to compare the benefits of optimizing over transaction costs across differ-
ent markets. In the U.S. stock market, where estimation error is quite pervasive, especially
in the forecast of risk premia, the predominant role of cost minimization is that of stabiliz-
ing the performance. Using a setup very similar to ours, Maurer et al. (2020) analyze the
impact of costs in the FX markets. In such markets, as the authors show, estimation error
is much less pervasive, primarily because good and simple forecasts are available for the

currency risk premia. As a consequence the main benefits of cost minimization come from



the direct reduction of execution costs. Also the implications for price impact are different.
While explicitly modeling price impact as a trading cost always stabilize and substantially
improves the after-cost performance, profits of all our strategies are mostly eroded at a slow,
approximately linear, rate. This is in sharp contrast to the exponential profit decay found
by Maurer et al. (2020) in the FX markets while conducting the ezact same type of anal-
ysis. What is crucial here is the number of assets invested. While in the FX markets no
more than 29 currencies are jointly traded, we invests in thousands of stocks. This makes
portfolio weights relatively small. Accordingly, rebalancing induces small buy and sell orders

generating a modest price impact from trading.’

According to our discussion so far a large chuck of the profits from the most profitable
strategies (GMVP and the cost-optimized strategies targeting higher returns) comes from
market timing at least one of the first two moments of the stock return distribution. We also
find that the least profitable strategies tends to suffer the most from estimation error. More
generally, our second main finding is that market timing and estimation error are key (and
closely related) drivers behind the dynamics of MV profitability in the U.S. stock market over
the last century. In our setup market timing and estimation error are mechanically related.
We measure their impact on the performance of a given MV strategy as the Sharpe ratio
differential between the real-time version of it and its unimplementable version where at
least one of the first two moments is kept fixed at its in-sample look-ahead biased estimate
(instead of being estimated recursively based on the information available at the time of
execution). Since the only difference between the two versions of the strategy comes from the
time-variation in the estimates for the moments, when the differential is positive(negative),
i.e. the real-time performance is higher(lower), we are capturing the impact of market
timing (estimation error). We find that market timing and estimation error have substantial
impact on the performance of MV strategies, with average Sharpe ratio increments (for
the case of market timing) and decrements (for the case of estimation error) between 0.3
and 0.45, as well as 0.26 and 0.66 respectively. Moreover, MV profitability displays a pro-
cyclical pattern with magnitudes increasing in expansions and decreasing in recessions over
time. Such dynamics can be explained by market timing in expansions and estimation

error in recessions. As a consequence, we find substantial positive correlation between the

®The same argument holds true even while investing in the smaller universe of SP500 stocks as shown in
Appendix E.



profitability of MV strategies and their level of market timing (with low values associated to
estimation error), particularly for cost-optimized strategies. The average correlation over the
last 100 years is between 0.28 and 0.56 for standard strategies and between 0.5 and 0.82 for
cost-optimized strategies. Further corroborating the hypothesis of a causal relation between
market timing and estimation error and the profitability of our MV strategies, the majority
of most profitable strategies have market timing levels belonging to the top tercile, almost
always corresponding to positive gaps (our way to detect actual market timing activity). At
the same time, most of the least profitable strategies have market timing levels not higher
then the median, almost always corresponding to negative gaps (our way to detect estimation

erTor).

The implementation of MV strategies requires estimates for stocks risk premia and co-
variances. We deal with the well known issues associated with the estimation of the first
two moments for the entire cross section of stock returns by imposing a conditional factor
structure on the data generating process and exploiting the superior predictability of the
second moments at higher frequency. The conditional covariance matrix is estimated recur-
sively using the previous 6 or 12 months of daily returns, adjusting for infrequent trading and
missing values. While the vector of risk premia is generated by the two-step noise-filtering
missing-at-random procedure developed in Gagliardini et al. (2016) recursively using the

previous 5, 10 or 20 years of monthly returns. More details are provided in Section 2.2.

Our results are robust to the way we measure costs (with or without TAQ data), which
factor model (market versus Fama and French (1993) 3-factors) we use to estimate the
conditional stock risk premia j; and the conditional covariance matrix of stock returns V;, as
well as to the specific re-balancing frequency (monthly vs. quarterly) and the composition
of the stock universe.® From our robustness analysis we additionally learn that: 1) the
trade-off between bias and estimation error in the covariance matrix estimator is clearly in
favor of a reduction of the latter,” 2) adopting a parsimonious specification for the return

generating process and filtering out part of the noise in the risk premia estimates through

6Whether or not we reduce the stock universe to: i) the S&P 500 constituents, ii) the same sub-sample
of stocks implicitly selected by the most stringent analyzed rolling-window-length combination of 12 months
for estimating V; and 20 years for estimating p, or iii) the even more stringent sub-sample of stocks required
to estimate V' and p unconditionally).

"This is because the performance of our strategies are (much) better when we estimate V; via factor
models rather then the Ledoit and Wolf (2017, 2020) shrinkage estimator.



the Gagliardini et al. (2016) approach is the best way, among those analyzed in this paper,
to handle stock risk premia,® 3) there are economically sizable diversification benefits in

investing in all common stocks.?

The rest of the paper is structured as follows: section 2 details the setup and the strategies
employed in our analysis, including the measurement of market timing and estimation error.
Section 3 describes the U.S. stock market investment opportunity set over the last century,
highlighting the macro-trends useful for our analysis. Section 4 documents the recent stark
profitability of MV strategies, singling out the relevant patterns. Section 5 analyzes the role
of cost minimization in enabling MV strategies to efficiently target risk premia. Section 6
shows how market timing and estimation error are important drivers behind the profitability
of the analyzed MV strategies over the last century. Section 7 presents the summary of the

robustness analysis which is detailed in the Internet Appendix. Section 8 concludes.

2 Setup

The stock universe is taken to be that of all common stocks trading on the NYSE, AMEX
and NASDAQ! from January 1926 through December 2017.

Let t be the end of a given period, and /N; the number of available stocks to trade in at
that time. Define r; and C; to be the N;-vector of realized excess returns and proportional
cost respectively. Returns are taken as the Center for Research in Security Prices (CRSP)
holding period returns in excess of the Ibbotson and Associates 1-month risk-free rate,!!
while costs are the Chen and Velikov (2020) effective spreads.'?

The trading dynamics for a generic strategy 7 works as follow: at any time ¢ the positions

of the strategy inherited from ¢t —1, 0? 7 equals the t — 1 post-trade positions 6{_1 (which can

8The one-factor market model within the Gagliardini et al. (2016) is more efficient than the Fama and
French (1993) 3-factor formulation or the estimation of the factor models under the standard Fama and
MacBeth (1973) procedure.

9Performances are lower if we restrict the stock universe to the SP500 stocks.

10Stocks with the first two digits of the Center for Research in Security Prices (CRSP) variable “shrcd”
equal to 10 and 11.

HTf the period is a quarter we compute the implied quarterly excess returns by compounding the monthly
ones.

12A measure of the implied half bid-ask spreads. We are grateful to the authors for sharing their data.



be a vector of Os if the strategy has just been set up) plus the vector of adjustments due to the
shocks associated with the realizations of the returns, r;- 0%_1, where - defines the element-by-
element product. Then the time ¢ weight vector 6/ is set up given the available information

. j . .
up to ¢ and the following transaction costs are incurred TCY = S 67, — 6,

7|Cys, where

th is the number of stocks accessible for trading by strategy j. From our definition of
trading costs it follows that the cost of trading each single stock i, Cy;, is proportional to the
size of trade in that stock, ]9?1 - 92 J]. In t + 1 the following after-cost excess return realizes
'r’f‘ﬁ’j = H@{ —TCY. Notice that the returns of our strategies are all obtained out-of-sample

and there is no look-ahead bias, i.e., such returns obtains in real-time.

2.1 Strategies

We analyze three standard textbook types of MV strategies — the MV Tangency Portfolio
(MVTP), the Global Minimum Variance Portfolio (GMVP), and four frontier portfolios
targeting an annualized risk premium of 1% (MVP1), 5% (MVP5), 10% (MVP10) and 15%
(MVP15) respectively — and their cost-optimized versions when appropriate!® — namely,
the cost-minimized version of the GMVP (labeled GMVPtc), and that of the four frontier
portfolios (labeled MVP1tc, MVP5tc, MVP10tc and MVP15tc respectively). Moreover, we
evaluate our MV strategies against several popular U.S. market benchmarks: the equally
(EW) and value (VW) weighted portfolios as well as the S&P 500 ETF SPDR, and the
Russell 2000 ETF IWM, which are only available in the most recent time periods.

We next describe our strategies in details.
2.1.1 Equally Weighted portfolio (EW)
Is the strategy which weight vector at generic time ¢ is defined as

g

- EW
Nt

13There is no cost-optimized equivalent to the MVTP strategy since its cost-optimized analog depends on
a given level of risk aversion.



where NEW  with a slight abuse of notation, is both the number and the set of stocks that

at time ¢ have a trading cost estimate.

2.1.2 Value Weighted portfolio (VW)

Is the strategy which weight vector at generic time ¢ is defined as

HYW — ]ywkrtC'apt,i
Z].Vt MFktCapy ;

2

where NV is the number of stocks, and subset of NPV, for which we have an estimate for

the market capitalization.

2.1.3 Global Minimum Portfolio (GMVP) and cost-optimized analog (GMVPtc)

The Global Minimum Variance Portfolio is the strategy which weights minimize the variance

of all possible weights that sum up to 1

v,

YEMVE — o min {0V,0,} = ———
t g }{ tVt t} 1/‘/;—11

{0:]170,=1

where 1 is the vector of 1s.
A cost-optimized version of GMVP additionally minimizes over transaction costs. That
is, the optimal weight vector, MV is the solution of the following problem
min 0,V,0 AF +AD)C
oy o AT A
1 = 1/9,5

where A} and A; are the non-negative vectors of stock purchases and sales to be added and
subtracted to the initial position 69 = 9? GMVPEe 1 herited from ¢ — 1 to get the after-trade
optimal vector of positions 0; = §5MVFe  Notice that when C; = 0, §FMVPle = GEMVE Tf
C; > 0 than EMVFie £ gGMVP “Noreover, both vectors are uniquely identified as long as V,
is positive-definite.

In practice for both strategies V; is estimated using the NYMVE C NEW number of stocks

8



for which we have estimates for the matrix entries.

2.1.4 Generic Frontier Portfolio (MVPE) and cost-optimized analog (MVPEtc)

A frontier portfolio is defined as a vector of weights, summing up to 1, minimizing the
portfolio variance given a target risk premium level F
MV PE v
0 = ar min V.0, = —[1(B, — EA EC,— A
t g{9t|1'9t=1,u;9t=E}{ 1Vibi} D, [1(B ) (EC )]
where A, = 1V, g, By = 1V, g, Cr = 'V, 1 and Dy = B,C, — A2
Similarly to the case of GMVP, a cost-optimized version of MVPE additionally minimizes
over transaction costs. That is, the optimal weight vector, §MVFE is the solution of the
following problem
min 0,V,0 AF +AD)C
{ar 20,@720}& r=r aL?(Jr Af = tA)? &
E = O
1 - 1/0t.

When there are no costs MVPE and MVPEtc are identical and both strategy weight vectors

are uniquely identified as along as V; is positive-definite.

In practice for both strategies V; and y; are estimated using the N¥VP C NEMVP number

of stocks for which we have estimates for both the matrix and the vector entries.

2.1.5 Mean-Variance Tangency Portfolio

Finally the Mean-Variance Tangency Portfolio is the proportion of (risky) stocks present in
the optimal portfolio of a Mean-Variance investor with coefficient of risk aversion A investing

in the (risky) stocks and a risk-free asset. That is

A

vt 1 A
prvre — P ( argr?ea}?c{eim— 592‘49:5}

= o1 = - Vi) =~
YV e VRV ) 2 Y v )




MVTP
Ht

notice how is not a function of \.* In practice V; and pu, are estimated using the

NMVE C NEMVE pumber of stocks for which we have estimates for both the matrix and the

vector entries.

2.2 Estimation of parameters

In practice MV strategies require estimates for the vector of risk premia and the covariance
matrix of returns. We deal with the well know issues associated with the estimation of the
first two moments for the entire cross section of stock returns by imposing a conditional
factor structure on the data generating process and exploiting the superior predictability of
the second moments at higher frequency. Let f; be a k-th vector of traded factor returns

and assume the data generating process for the vector of excess stock return to be
ro=a+ B'fi +e (1)

where e; represents an independent mean-zero disturbance vector with diagonal covariance

V. and each column of B contains the k stock-specific factor loadings.

Using daily returns over the previous 6 or 12 months, we recursively estimate (1) and
define the monthly covariance matrix of returns at time ¢t as V; = %(B,{V”Bt + V..) where
B, Vi and V., are estimates for B,V, and the covariance matrix for the factors V; over
the past 6 to 12 months. We deal with the unbalanced nature of the panel of returns and
the illiquidity of small stocks by estimating (1) separately for each stock. The former issue
is dealt with by only retaining stocks that have at least 80% of the observations over the
previous 6 or 12 months. The latter problem is tackled by estimating the ¢-th stock loading
B; (i-th column of B) as the average of the slopes of three different variations of (1) where

ft is in turn regressed on 71,7, and 7441,

Using monthly returns over the previous 5,10 or 20 years we recursively estimate (1) and
define the monthly vector of stock risk premia at time t as p; = bj\;. Specifically, we follow
the noise-filtering missing-at-random two-pass approach of Gagliardini et al. (2016) in its
simpler time-invariant risk premia formulation as in Berrada and Coupy (2015). b, is the

first pass estimate for B in (1) for those stocks with enough non-missing observations as

14 A cost-optimized version would instead depend on A. This is why MV TP has no cost-optimized analog.
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established by a statistical filter. A\; equals the conditional mean of the factors’ returns plus
a miss-pricing adjustment. Such adjustment is estimated in the second pass by regressing
ay, the intercept from (1) for the retained stocks, on b, via weighted least squares. The exact
steps followed in our estimation are described in Section 2.1 of Berrada and Coupy (2015).
The advantage of this method over the standard Fama and MacBeth (1973) approach lies in
the noise reduction in the premia achieved through the first pass filter and the second pass

adjustment condensing the information contained in the whole cross-section.

Throughout our main analysis we parsimoniously specify f; as the market factor (time
series of the CRSP value-weighted portfolio excess returns). In the online appendix we show
how our results are robust to the Fama and French (1993) 3-factor specification. We confirm
the superiority of the Gagliardini et al. (2016) risk-premia estimates over the standard Fama
and MacBeth (1973) approach (finding that the 1-factor specification under the Gagliardini
et al. (2016) is indeed the most efficient approach). We also find that estimating a large
covariance matrix via a factor model rather than via the nonlinear Ledoit and Wolf (2017,
2020) Shrinkage estimator induces a substantial improvement in the out-of-sample profitabil-
ity (thus validating the claim that a reduction of estimation error over bias is what matters
for large scale covariance estimators). Finally, in line with the literature’® we confirm in an
unreported robustness check (available upon request) that estimating the covariance matrix

at the monthly frequency is suboptimal from a performance standpoint.

2.3 Market timing and estimation error

In this paper we primarily measure the ability of a given MV strategy to time the market
or alternatively to suffer from the impact of estimation error by comparing its out-of-sample
real-time performance with that under a scenario where the first and/or second moments of

the stock return distribution are kept fixed at their in-sample look-ahead biased estimates.

Specifically, define {t}7_, as the reference sample. Let 6 (fi;,V;) be the weight vector
of strategy j at time ¢t € {t}1, for given conditional estimates for the stock risk premia,
ilt, and their covariance matrix, V,. Define it and V as the fixed in-sample look-ahead

biased estimates. Then if the out-of-sample performance from {r7, ,(fu, V)Y ! is different

15See Fleming et al. (2001) (and references therein) as well as Moreira and Muir (2017).

11



than that from {r] 1 (f, \A/)}tT:_O1 such difference is entirely due to the time variation in the
estimates for the risk premia and/or their covariance matrix. In particular, if the gap is
positive, i.e. the real-time performance is higher, this is because the strategy is benefiting
from the time-variation in the weights coming from the conditional moments. That is, the
strategy is displaying market timing abilities. On the other hand, if the gap is negative,
i.e. the real-time performance is negative, this is because the extra variation in the weights
coming from the conditional estimates fi; and V, is compromising the overall performance,

thus representing estimation error.

3 The U.S. stock market investment opportunity set

Two quantities an investor always needs to consider while forming a portfolio strategy are
the number of available stocks and the cost of trading those stocks. The number of available
stocks are proportional to the achievable degree of diversification but also to the amount of
estimation error a strategy (which requires stock-level estimates) might suffer from. While
trading costs can be thought of proxies for market frictions (e.g. liquidity, or simply anything

that prevents trades to be those available in a frictionless world).

Figure 1 represents the U.S. stock market investment opportunity set over the monthly
period January 1926 - December 2017. The left y-axis reports in blue the time series of
the Chen and Velikov (2020) cross-sectional median effective spreads (implied half bid-ask
spreads). While the right y-axis displays in orange the time series of the total number of
common stocks available from the CRSP database as defined in Section 2. Combining the
structural brakes in these time series we can divide roughly the last 100 years into four sub-
samples: 1926-44 as a sample with high costs and low number of stocks, 1945-72 as a sample
where costs turn to low, 1973-02 as a sample characterized by the spikes in the number of
available stocks (due to the inclusion of the NASDAQ stocks in CRSP) but also by very high

trading costs, and 2003-17 as a sample characterized by the all-times-low costs level.

We argue that these two quantities (costs and number of stocks) roughly pick-up the
long-term cyclicality in the U.S. stock market investment opportunity set. 1926-44 is a
recessionary period (including the 1929-39 Great Depression, followed by the WWII) defined
by an exceptionally high documented level of market volatility (see Schwert (1990)). The

12



post-war sample 1945-72 is an expansionary period as documented by the steady growth of
the stock market relative to the broader economy. Such growth is captured by the green time
series which reports the ratio of the stock market capitalization to the U.S. Gross Domestic
Product (GDP) as in Ludvigson et al. (2020). 1973-02 is again mostly recessionary as
indicated by the 74-94 two-decade-long sluggish market growth (green line) occupying more
than two-third of the sub-sample. Finally, as documented by several recent studies, after 2002
an exceptional boost in market quality takes place. We observe a simultaneous dramatic drop
in transaction costs and increment in volume traded (captured by the dot-dashed magenta
line and measured as the cross-sectional median of the monthly median daily number of
trades as reported by CRSP) and a steady decreasing pattern for the number of available

stocks (orange line) culminating in an average market growth (green line) at record heights.'®

3.1 The U.S. Mean-Variance investment opportunity set

It has been known since the seminal work of Markowitz (1952) that the Capital Allocation
Line (CAL) describes the mean-variance frontier in the presence of a risk-free asset and a
generic number of risky assets with risk premia p and variance-covariance V. Therefore, the
slope of the CAL, the highest achievable Sharpe rario SR = \/u\/if1 , is a sufficient statistic

to characterize the MV investment opportunity set.

Figure 2 plots the time series of ez-ante MV Sharpe ratios obtainable in real time at
every date t by suitably estimating u, and V; only using information up to ¢ (blue lines, left
y-axes). The top graph plots such time series when the vector of risk premia p; and the
covariance matrix of returns V; are estimated over a rolling-window covering the previous

60 months. Similarly the center and bottom graphs plot the time-series for rolling windows

16The beginning of 2003 corresponds to the inclusion of the NYSE autoquote trading system. This event
can be regarded as an exogenous shock capturing the sharp increment in algorithmic trading and ultimately
resulting in a liquidity boost (see Hendershott et al. (2011)). Moreover, as highlighted by the black dashed
vertical line, in August 2005 the Security Exchange Commission introduced the NMS Regulation, which
opened the gates for competition among market venues. Angel et al. (2015) and Chordia et al. (2011),
among others, argue that these changes brought an unprecedented increment in market quality and market
efficiency. Finally, we can see how the increment in competition is consistent with the observed downward
patter in the number of available stocks: an unreported analysis (available upon request) shows how 55% of
the variation in the number of stocks after 2002 is explained by stocks being dropped out of the NYSE/AMEX
and NASDAQ (adding the explanatory power of stocks merged brings the explained variation up to 80%
while still keeping the expiatory power of the number of stock dropped highly statistically significant).

13



of 120 and 240 months respectively. Underneath each sub-sample date, we report the ex-
post MV Sharpe ratio, computed by using the fixed in-sample estimates for p and V. The
time series of the U.S. market growth relative to the economy are also super-imposed in the
same graphs (green lines, right y-axes). While the solid lines represent the already discussed
ratio between the U.S. market cap. and the GDP, the dot-dashed series displays the ratio
between the U.S. market cap and the U.S. total personal consumption expenditures. Finally,
the horizontal dashed green lines enable to quickly locate periods where market growth is
faster /slower that that of the economy (namely, when the solid and dot-dashed green time

series are above/below it).

We can see how MV investment opportunities are: i) volatile: especially when the mo-
ments (i.e. p and V) of the ex-ante Sharpe ratios are estimated at the higher frequencies
(shorter rolling windows), ii) pro-cyclical: the ex-ante Sharpe-ratios are highly correlated
with the stock market growth (as reported in the graphs’ legends, approximately 47% at the
60-month rolling window, 60% at the 120-month rolling window, and 83% at the 240-month
rolling window), iii) increasing over time: the ex-ante Sharpe ratios display a marked long-
term increasing trend, while the in-sample estimates gets higher as time goes by and jump
at an all-time record high of 0.85 starting in 2003.

In summary, roughly over the past century, when the U.S. stock market goes up, trading
frictions (as measured by median bid-ask spreads) go down and the MV investment oppor-
tunities go up and vice-versa. Moreover, these long-term trends are well captured by our
sub-samples. In Section 6.2 we further show how the documented ex-ante real-time pro-
cyclical and increasing pattern displayed by the MV opportunities is systematically reflected

in the ex-post out-of-sample performance of our MV strategies.

4 Recent stark mean-variance profitability

According to the discussed characteristics of the investment opportunity set, investing fol-
lowing the MV criterion never seemed so appealing as recently. MV strategies are designed
to maximize the Sharpe ratio in an i.i.d. world and: i) we observed a secular long-term
increasing trend in the ex-ante MV Sharpe ratio (matched by an ex-post Sharpe ratio after

2002 almost 2.5 times bigger than ever before), ii) the market is perceived as more efficient
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(see Chordia et al. (2011)) and, iii) returns’ auto-correlation at the analyzed (monthly and
quarterly) frequencies are (notoriously) low. We find indeed that, in sharp contrast to in-
vesting in anomalies, the real-time profitability of MV strategies has never been so high as

recently.

Figure 3 displays the out-of-sample after-cost annualized Sharpe ratios of the equally
(EW) and valued weighted (VW) strategies as they compare to those of our MV strategies:
namely the Mean Variance Tangency Portfolio (MVTP), the Global Minimum Variance
Portfolio (GMVP), and four frontier strategies targeting an annualized risk premium of 1%
(MVP1), 5% (MVP5), 10% (MVP10) and 15% (MVP15) respectively. The reported Sharpe
ratio of a given MV strategy is the average across six strategies only differing in the estimates
for 1, and V;.17 Solid lines report the ratios of standard textbook strategies while dotted lines
(only available for the GMVP and the four frontier portfolios) those belonging to transaction-
cost-optimized analogs. Finally, the different colors refers to the four different sub-samples
introduced in Section 3. Notice how the after-cost performances of the MV strategies post
2002 (displayed in green) have never been so high, and how cost optimized strategies (in
dotted green) dominates the textbook analogs (in solid green) at targeting higher returns
with average Sharpe ratios above 1. One of the main result of this paper is the finding that
minimizing over cost within the MV setup is a way to restore credibility in the ability of MV

strategies to efficiently target risk premia.

The recent performance of MV strategies is particularly impressive even when taken
into perspective. While investing in the entire market, either equally or through a value
weighted scheme or via broad ETFs (such as the S&P 500 SPDR or the Russell 2000 IWM),
generates an after cost Sharpe ratio between 0.6 and 0.75,'® the average Sharpe ratios of
our most profitable MV strategies are in the 1.05-1.25 neighborhood. Therefore gaining
market exposure via the MV criterion is much more efficient. Also, as we show in Section
5.4, especially with respect to cost-optmized strategies, these outcomes are likely obtainable
not just by marginal price-taker investors. Indeed cost-optimize strategies appear to scale

up nicely even in the presence of substantial price impact and the same is true for GMV P

ITFor each given MV strategy we compute six strategies only differing in the length of the rolling window
used to estimate the risk premia (employing either the past 60, 120 or 240 months of data) and the covariance
matrix (employing either the past 6 or 12 months of data).

18Where EW and VW produce a Sharpe ratio of 0.62 and 0.73, and the S&P 500 SPDR and the Russell
2000 TWM a ratio of 0.70 and 0.63 respectively.
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if we estimate V; using the past year of daily data. Moreover this recent profitability is in
sharp contrast with that from investing in anomalies. Figure 4 compares the performance
of our strategies with those of the leading 23 anomalies analyzed in Novy-Marx and Velikov
(2016). While before 2003 the average profitability of anomalies was similar and perhaps
higher than those of MV strategies, after 2002 it is only slightly above zero on average.

4.1 Main features of recent mean-variance profitability

Two main features characterize the recent stark profitability of mean-variance strategies:
GMV P is the simplest way to profitably gain market exposure (given an estimate for the
covariance matrix we have a closed form solution for the optimal weights) and cost-optimized
strategies are valid alternatives, especially when it comes to target risk premia. Decompos-
ing the strategies’ Sharpe ratios reveals that the main source of profitability of GMV P
(expectedly) comes from its variance reduction while the documented superior Sharpe ratios
of cost-optimized strategies targeting higher returns come both from lower volatilities and

higher average excess returns.

Figure 5 decomposes the post-2002 average performance shown in Figure 3 (solid green
for the standard strategies and dotted-green for the cost-optimized MV strategies). Each
graph only differs in the rolling-window lengths used to estimate the conditional risk premia
1 and the covariance matrix V; for our set of analyzed MV strategies. EW and VW are
reported each time for convenience but they do not depend on such estimates. Each row
correspond to a different rolling window for p;, going from 60 months (or 5 years) in the
top graphs to 240 months (or 20 years) in the bottom ones. Similarly, each column fixes the
window for V; to 6 months (left column) or 12 months (right column). Every point estimate
(ex-post after cost annualized Sharpe ratio) is denoted with a green bold circle. Sharpe ratios
of given strategies that are statistically better at the 10% level than: the EW, the VW, both
the SPDR and the IWM ETFs,'? and their standard analogs (if they refer to cost-optimized
strategies) are marked with a star, a diamond, a square and a circle respectively. Markers

for standard strategies are reported in black while for cost-optimized analogs in red.

GMYV P has the highest most stable performance with a annualized after-cost out-of-

19Which mimic the exposure to the S&P 500 and the Russell’s 2000 indices.
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sample Sharpe ratio of 1.12 and 1.29 when the covariance V; is estimated using the last 6
months and year of data respectively. Moreover its performance is higher (at least at the
10% level) than that of EW (0.61) and VW (0.73) as well as those of the market ETFs,
SPDR (0.70) and IWM (0.63). Even if the finding of the recent performance of GMV P
being among the best over the last 100 years is new, the efficient out-of-sample performances
of this strategy and the fact that a major portion of it comes from the ability to time stock
covariances (which we confirm in Section 5.2) are not (see Clarke et al. (2006, 2011), Fleming
et al. (2001), Jagannathan and Ma (2003) and Moreira and Muir (2017)). What is also new,
and documented later, is the fact that GMV P can actually scale up.

One of the main results of this paper is the finding that cost minimization is a way to
restore the credibility of MV strategies to efficiently target risk premia. When the stock
risk premia p; are reliably estimated (with a rolling window of at least 10 years), Figure 5
shows how cost-optimized strategies targeting higher return (namely MV P5tc, MV P10tc and
MYV P15tc) are valid alternative to GMV P. With respect to the 10% statistical level their
performances are indistinguishable from that of GMV P, with Sharpe ratios which are always
significantly grater than those of EW, VW and the market ETFs SPDR and IW M (with
point estimates above 1.2). Moreover, their performances is always economically better than
those of their standard analogs (with a minimum out-performance of 0.14 for the strategies
targeting an annualized premium of 5% under the rolling window configuration 10 years - 1
year for p; and V; respectively), with the statistical significance being more pronounced when
V, is estimated over the past 6 months as indicated by the red circle around the markers of
MV P5te, MV P10tc and MV P15tc. In Section 5 we show how cost-optimized strategies are
also less prone to downside risk (measured as the worse suffered loss and the average time

to recover from it) and scale up better then standard strategies (including GMV P).

We conclude this section by decomposing the Sharpe ratios of our analyzed strategies.
The leftmost top two plots of Figure 6 show the average excess returns for the standard
and the cost-optimized strategies (the Sharpe ratio numerators) while the leftmost bottom
two plots report the respective volatilities (the Sharpe ratio denominators). As expected,
the main source of profitability of GMV P comes from its ability to shrink the portfolio

variance. Both versions of GMV P, whether we estimate V; using the past 6 or 12 months,
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have a volatility of roughly 5%, one of the lowest among all strategies.? The volatilities
of cost-optimized strategies when we estimate the stock risk premia with at least 10 years
of data are uniformly below 15% and less spread out that those from the analog standard
strategies. By the same token, the average excess return of cost-optimized strategies display
a more consistent upward pattern. The higher degree of consistency in the volatility and
average return patterns of cost-optimized strategies is in line with the stabilizing role played
by the cost-optimizing MV weights which we further discuss in Section 5. Therefore we
conclude that the documented superior Sharpe ratios of cost-optimized strategies targeting
higher returns come both from lower volatilities and higher average excess returns. This
insight is indeed confirmed by the rightmost graphs of Figure 6 plotting the difference in
average returns (top) and volatilities (bottom) between the cost-optimized and the standard
MYV strategies. Cost-optimized strategies have average returns at least 1.36% higher (mostly
between 2 and 4% higher), while the volatility of MV P5, MV P10 and MV P15 when stock
risk premia are estimated using at least 10 years of data are almost always lower (i.e. the

volatility differential is negative).

5 Cost-minimization to efficiently target risk premia

The stabilizing role played by cost-minimized weights allows to: i) unlock and profitably
exploit the information contained in stock risk premia, ii) attenuate downside risk, and iii)
scale up. In particular, the fact that cost-optimized strategies targeting higher premia are
more profitable than their standard analogs can be rationalized by the Frazzini and Pedersen
(2014) “betting against beta” theory.

5.1 Cost-minimization as a good way to stabilize the performance

Standard MV weights are simple and available in close form. However small variation in their
estimates often cause large swings in the weights making the performance of such strategies
unstable (see for example DeMiguel et al. (2009)). Olivares-Nadal and DeMiguel (2016)

show how trading costs in the MV optimization can be thought as tuning parameters for

29The higher Sharpe ratio when V; is estimated annually, 1.29 versus 1.12 when V; uses the past 6 months
of data, therefore mainly come from the higher average return of approximately 9.33% versus 8.70%.
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stabilizing the performance. In line with this interpretation we find that the performances

of cost-optimized strategies are much less impacted by estimation error.

More generally, explicitly accounting for trading costs represents an economically sounded
way to impose bounds on such MV weights. This is because in the presence of costs it is
not always optimal to trade. When costs are proportional as in our case (or proportional
and quadratic when we consider price impact), there exists a no trading region around the
portfolio weights that would have been optimal in the absence of costs. So that at any given
time ¢ if our initial position (inherited from time ¢t —1 after returns in ¢ have realized) in some
stocks is too close to the optimal one we do not trade in those stocks because the marginal
benefits are lower than the marginal costs. As a result weights become less sensitive to
changes in p; or V; and we adjust positions to the optimal before cost risk-return trade-off
only when we are far enough away from it. For a comprehensive analysis of the topic we

refer the interested reader to Dybvig and Pezzo (2020) and references therein.

Minimizing costs within the MV optimization is not the only way to bound the weights.
The common practice is actually to impose no-short sale constraints and/or upper bounds
on the maximum exposure on given stocks. However, most of the times these constraints are
not economically justified and even labeled as “wrong” (see Jagannathan and Ma (2003)).
Table 1 reports the Sharpe ratio differentials between the cost-optimized strategies and the
ratios of the standard strategies: in the presence of no-short selling constraints (top panel),
in the additional presence of a uniform upper bound of 1% (central panel), and 2% (bottom
panel). Notice how imposing ad-hoc constraints vis-a-vis cost-optimized constraints is al-
most always sub-optimal (generating positive differentials). The drag in the performance is
particularly marked for standard strategies targeting specific risk-premia. These results show
how bounding the MV weights by minimizing over costs is a superior strategy economically

justified by the aim of preserving the before-cost risk-return trade-off.

5.2 Cost-minimization to unlock stock premia information

We argue that the stabilizing role of cost-optimized weights allows to market time stock risk
premia by smoothing out the extra noise that prevents MV standard strategies to exploit

the information contained in the stock premia.

19



We first show that, once stock premia are estimated using at least the previous 10 years
of data, unlike their less profitable standard analogs, the profitable cost-optimized strategies
targeting higher returns derive a substantial portion of their profitability from timing stock
risk premia (more than twice that from targeting stock covariances and substantially more
as compared to the stock premia timing taking place in the analog standard strategies if
any). In the process we also confirm the literature insight that the most profitable standard
strategies derive most of their profitability from timing the stock covariances while suffering
from estimation error contained in stock premia when their estimates are considered as inputs
(as in Clarke et al. (2006, 2011), Fleming et al. (2001), Jagannathan and Ma (2003) and
Moreira and Muir (2017)). Indeed we find an inverse relationship between their profitability

and ability to time covariances and the level of premium they target.

Figure 7 and 8 plot performance ratios to evaluate the market timing abilities of our
strategies when positive. The performance ratio of a given strategy is the ratio of the Sharpe
ratio gap between our analyzed real-time strategy and its version where at least one of the
first two moments of the returns distribution has been fixed to the in-sample look-ahead
biased estimate divided by Sharpe ratio of the real-time version of the strategy. For a
given rolling window length for V;, six months in Figure 7 and 1 year for Figure 8, the
leftmost(rightmost) graphs plot the ratios belonging to standard(cost-optimized) strategies.
In particular, in the top graphs the vector of stock premia are artificially held fixed in the
unimplementable version of our strategies, in the middle graphs is the covariance matrix
which is kept fixed, and in the bottom plots both moments are kept fixed. Therefore the
top graphs capture the abilities of our real-time analyzed strategies to time the stock risk
premia, the middle graphs the abilities to time the stock covariances and the bottom graphs
the abilities to jointly time the premia and the covariances. Finally the starred markers

signal gap statistically different from zero at the 10% level.

Focusing on the blue and red lines in the rightmost graphs of the two figures, representing
the parametrizations of cost-optimized strategies which use at least 10 years of data to
estimate j;, we notice that: the gaps are more positive in the top graphs than in the middle
ones, and the patterns in the bottom graphs mostly resemble the ones from the top graphs.
The first fact tell us that most of the market timing abilities of cost-optimized strategies

come from timing the stock premia. For MV P10tc and MV P15tc the impact of premia
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timing is always significant and at least twice as much as that from volatility. Moreover the
ratio for MV P10tc is at least 0.31 and that of MV P15tc at least 0.54, that is, stock primia
timing explain roughly at least one-third and half of the total performance of our real-time
strategies. The fact that the patterns in the bottom graphs (measuring the impact of jointly
timing premia and covariances) mostly resemble the ones from the top graphs (measuring the
exclusive impact of premia timing), with performance ratios which are always statistically
significant for MV P10tc and MV P15tc, confirms that the premia timing is the predominant
type of timing. The performance ratios in the bottom graphs are actually roughly the same
as those in the top graphs implying that roughly the totality of the joint timing comes from
timing the risk premia.

Focusing on the standard strategies (leftmost graphs in the two figures) tell us a radical
different story. The impact of premia timing for standard strategies targeting higher returns
when significant is mostly less then half that for the cost-optimized analogs. When V; is
estimated using the previous six months of data the only statistically positive gap is found
for MV P15 when p, is estimated using the previous 20 years of data in the amount of 0.25
versus a ratio of 0.58 for MV P15tc. When V; is estimated annually MV P10 has a ratio of
0.14 against a ratio of 0.31 for MV P10tc and MV P15 has a ratio of 0.34 vs a ratio of 0.54
for MV P15tc. Moreover as reported in Figure 5 standard strategies targeting higher returns

are less profitable than their cost-optimized analogs.

Finally, turning to the most profitable standard strategies, GMV P and MV P1, notice
how a large portion of their profitability comes from timing the stock covariances (at least
60% of the baseline performance for GMV P mechanically accounting for all the joint impact,
and at least one-third for MV P1 when p; is estimated over the previous 20 years). More
generally, looking at the patterns of covariance timing among the standard strategies and
considering GMV P as a special case of a strategy with no target, we can see a predominant
inverse relation between the timing abilities and the level of targeted premium (the average
downward patter present in the leftmost middle graphs in the two figures). This suggests that
the more important is the role played by the stock premia in the MV optimization the less
impact come from timing the stock covariances. This decreasing pattern is roughly matched
by the real-time performances of standard strategies reported in Figure 5. Therefore the

bigger the role played by the stock premia the less the role played by covariance timing and
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the less efficient the performance. Last but not least, it is also noteworthy to see how the
most profitable standard strategies except GV G P, namely MV P1 and MV P5, are the ones
that suffer the most from risk premia estimation error (see the negative values in the top
left graphs of both Figure 7 and 8. Therefore, the most profitable standard strategies derive
most of their profitability from timing the stock covariances while suffering from estimation

error contained in stock premia when their estimates are considered as inputs.

In summary, these results suggest that the stabilizing role of cost-optimized weights
smooths out the extra noise present in the stock risk premia estimates preventing standard

strategies to profitably timing them.

One caveat in this analysis is represented by the different stock universe composition
under the conditional versus unconditional estimates of the analyzed moments over which
we construct our gaps. In order to compute unconditional moments we require stocks that
have been present in the market throughout the sample,?* while for computing conditional
premia, and conditional covariances in particular, we require a (much) shorter horizon. This
means that we have more stocks at disposal when we conditionally estimates the first two
returns moments. Therefore we might be picking up the joint effect of market timing and the
implied stocks availability. To avoid spurious inference in Section C of the Online Appendix
we compute Sharpe ratio differentials between our baseline strategies restricted to the stock
universe required to compute p; and V; unconditionally over the entire sample and those
introduced in this subsection where we keep some of the moments fixed. We find similar

results.??

5.3 Cost-minimization to reduce downside risk

The stabilizing role of cost minimization also helps reducing the downside risk of a MV
strategy as measured via its Maximum Draw Drown (MDD) or the number of years required
to recover from the worst loss. The MDD of a strategy is the maximum observed loss in
value from a peak to a trough before a new peak is obtained, and it is a popular downside

risk measure in the financial industry.

2IMore precisely we require stocks for which we have at least 80% of the data.
22We relegate such analysis to Section 7 of the Online Appendix since eliminating stocks that are not
present over the entire sample make the strategies not implementable in real time.
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Figure 10 makes clear how the the stabilizing role of cost-optimized weights helps reducing
MDD. We compare the realized after-cost returns of MV P15, referred to as “Std.”, and that
of its cost-optimized analog MV P15tc, referred to as “TC”, over the sample 2003-2017 when
V; and p; are estimated over a rolling window length of 0.5 and 10 years respectively. MDD is
computed as the minimum between the running minimum of the cumulative realized return
from a given date and the end of the sample (“Running mi.” in the two central graphs) and
the cumulative realized return itself (“Cum. ret.” in the two central graphs). The rightmost
graphs plot the difference over which to take the minimum for the case of MV P15 (top graph)
and its analog MV P15tc (bottom graph). The leftmost biggest graph plots the time series of
realized returns for MV P15, in dashed red, and MV P15tc, in solid blue (the cumulative sum
of which yields the cumulative returns). Notice how the realized returns of MV P15tc are
less volatile, with the blue line almost always inside the red one. This is due to the presence
of the no-trading region bounding the weights of MV P15tc. This element of stability is
crucial especially around the financial crises (end of 2008) where the two biggest negative
realizations of MV P15 are capped (the first) and neutralized (the second) in MV P15tc.
This results in a running minimum, the trough, of 0.49 for MV P15tc as opposed to a
running minimum of -0.15 for MV P15 as can be seen by the middle bottom and top graph
respectively. Because MDDs are computed as the difference between the reported troughs
and the highest peaks before such troughs, we have an MDD of —0.15 — 0.73 = —0.88 for
MV P15 and 0.49 — 0.87 = —0.38 for MV P15tc.

The top graph of Figure 11 reports the differential in the absolute value of MDDs between
the standard and the cost-optimized strategies. Notice how the MDDs of all cost-optimized
strategies are smaller (negative differentials), with differentials generally increasing in the pre-
mium level to be targeted. Almost all MDDs of cost-optimized strategies (except MV Pltc
when p; uses a rolling window estimation of 5 year, which only experience losses approx-
imately 1% lower than its analog MV P1) are at least approximately 8% lower. That is,
cost minimization almost always allows strategies to suffer losses in their worst case that are

lower by 8% in levels.

A simple comparison of two strategy MDDs does not take into account the effect of
potentially different average returns. If a strategy has a lower MDD but a higher average

return it might still take less than another strategy with a higher MDD but a lower average
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return to recover. Hence comparing the average time (in years) a strategy takes to recover
from the worst experienced loss might be a better metric. Such metric can be readily
computed as the ratio of the absolute MDD over the average excess return of our strategies.
This is exactly what the bottom graph of Figure 11 reports. We notice a similar pattern to
that displayed in the top graph, making an even stronger case for the role of cost-optimize
strategies in reducing downside risk. Cost-optimized strategies take less to recover from
their worst losses. As for the absolute MDDs differentials, MV P1 is the closest to MV Pltc
when p; is estimated using a rolling window of 5 years. However, even in this case where
the severity of losses among cost-optimized and standard strategies are almost the same,
MYV Pltc take approximatelly one year less to recover. All other cost-optimized strategies
(including MV Pltc under the other analyzed rolling window length combinations for y; and
V;) take at least approximately 2 years less to recover with MV P15tc, when p; is estimated

over the past 5 years, taking at least approximately 12 years less.

5.4 Cost-minimization to scale up

Our results so far applies to Mean-Variance investors small enough not to distort prices.
This assumption is implied by the fact that we do not model any price impact on the trades
we execute. However, in practice as soon as the value of our positions become big enough the
price impact of our trades is no more negligible. Therefore an important question, especially
for big institutional investors, concerns the scalability of our strategies. The answer to this

question depends on the ability of a given strategy to handle price impact.

We find that explicitly modeling price impact as a form of (quadratic) transaction cost
makes a difference. Our cost-optimized strategies consistently scale up more and are less
sensitive to changes in price impact than our standard strategies. In particular, our results
suggest that cost-optimized strategies are profitable options to gain exposure on the market

even for large institutional investors.

We model price impact of strategy j at time ¢ as the quadratic cost
L a0
S7(6] — 007 (6 — 6.
The parameter m captures the average cross-sectional level of price impact in the market.
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Specifically, we should think of 7 to be inversely related to the liquidity and depth of the
market and positively related to the portfolio size of the MV investor. Under our specification
if we increment(decrement) the position in stock ¢ with respect to strategy j by Qfl — 92’5, the
price of stock i increases(decreases) by %W(Qiz - 92 7) cents per dollar traded. Equivalently,
we suffer a reduction of %7‘(‘(0?1 - 92 7)2 in the return of stock i. Quadratic costs are a popular
way to model price impact (see for example Dybvig and Pezzo (2020) and discussion therein)

and nicely fit our quadratic mean-variance framework.??

We could be more general and allow for a stock-specific and time-varying price impact,
however estimating these parameters is very hard in practice. For this reason in this paper
we follow Maurer et al. (2020) and limit ourselves to a sensitivity analysis where we let 7
varies over a fixed interval [0, 7]. To get sensible estimates for 7 we linearize the square-root
price impact function derived in Figure 2 of Frazzini et al. (2015) and make use of the size of
the trades, {A{l}, of our analyzed strategies j in the absence of price impact.?* Frazzini et al.

(2015) compute their estimates using the 2000 biggest (by market cap) and most traded (in

Z3While our specification for the price impact vector %W(Gg - 0? 7 ) is linear in the size of the trades 9{ — 0? g
another popular alternative assumes price impact to growth at a square root rate with the size of the trades

as in Frazzini et al. (2015). In such specification, the price impact vector is 3/ 107 — 67|, Under such
specification we lose the computational scalability of quadratic programs, therefore executing our algorithms
for thousands of stocks become computationally unfeasible.

24Frazzini et al. (2015) provide conservative estimates for the price impacts of many stocks in the U.S.
market (and internationally) from over a trillion dollars of live trading proprietary data from a large insti-
tutional money manager in the monthly period 1998-2013. In particular, they plot the average price impact
function (in basis points), which in our setup translates to %TFA where A = |f — 6°| represents the absolute
average size of our strategies’ trades, as a function of the percentage daily traded volume, which in our setup
translates to % x 100 where AU M is the dollar value of the assets under management and V' the average
dollar volume traded.

Concentrating on the sub-sample 2003-2017 for a given strategy j and AUM we construct the time series
of median daily treading volume for each common stock and we use it to get the best linear approximation
that fits our quadratic cost function. We do so by recovering the slope, Bav M,j, of a line going through
the origin obtained by vectorizing the T" x N matrix of median daily trading volume and regressing it on

the square-root price impact function from Figure 2 of Frazzini et al. (2015). We then obtain the per-dollar

. L . . . A AUMAY | . . .
linear price impact estimate for stock ¢ at time ¢ as Bapwm, ijloo. The time-stock specific price impact

parameter 7T£‘ Z.UM’j is then recovered by equating such estimate to our definition of per-dollar price impact
2Tt

Finally to get 7: we first compute at each time ¢ for a given strategy j and AUM, the cross-sectional 90th
quantile of the distribution of Tl';} f] M., Second, for a given strategy j and AU M, we compute the time-series
median of such quantiles. Third, for a given AUM we compute the median of such values across strategies.

Fourth, we take the mean across AUM ranging from 1 million through 10000 billion USD.
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terms of dollar volume) stocks. In the same spirit, we compute 7T retaining the intersection
of the 2000 biggest and 2000 most traded stocks (for a total of approximately 1800). We
obtain a monotonically increasing upper-bound 7 as a function of portfolio sizes ranging
from 1 million to 10000 billions USD. In particular for sizes bigger than 10 billions 7 caps

at a value of 3.42. We therefore present our results for the range 7 € [0, 3.4]

Figure 12 plots the annualized out-of-sample after-cost Sharpe ratios of our standard
strategies as a function of the price impact of trades captured by the parameter 7. Starred
markers highlight ratios higher than those of EW and VW at the 10% level. Every plot
is different in that the vector of conditional risk premia p; and the covariance matrix V;
are estimated over different combinations of rolling window lengths (expressed in years and

reported as titles of each graph).
Notice first how the equally and value weighted portfolios, EW and VW, are insensitive

to price impact. Such strategies are not function of u; and V;, therefore their ratios are the
same in every graph (black horizontal lines). Focusing on a given graph we see how their
ratios remain virtually constant as a function of 7. Hence, EW and VW appear to be very

scalable.

Looking at standard MV strategies tell us a different story. Their Sharpe ratios are
strictly decreasing in the level of price impact and this effect is particularly pronounced
when we estimate V; over the previous six months (see all colored lines). As for the case
of m =0, GMV P (purple line) remains one among the most profitable standard strategies.
While its performance quickly deteriorates when V; is estimated using the previous 6 months
of data (its Sharpe ratio ceases to be statistically better than those of EW and VW for
m > 0.4), it is interesting to notice how it can scale up when we estimate V; using the
previous year of data. Therefore, while standard strategies in general suffer from the adverse

effect of price pressure, GMV P can actually scale up if properly parametrized.

Similarly to Figure 12, Figure 13 plots the performance of our cost-optimized strategies
as a function of m. Notice now how all the patterns are flatter and no strategy turn un-
profitable.?> More importantly ,results are more robust: there is now not much difference

with respect to how we estimate the covariance matrix (whether we use the past 6 or 12

25In contrast, for the case of standard strategies the Sharpe ratios of MV P10 and MV P15 are all negative
for m > 0.5.
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months), and given risk premia are estimated over at least 10 years of data all Sharpe ratios
remain well above 1 (see the bottom 4 graphs). In particular, the Sharpe ratios of strategies
targeting higher premia, i.e. MV Pbtc through MV Plbtc, are always statistically better
than EW and VW. Hence, MV Pbtc through MV P15tc appear to be profitable strategies

to gain exposure on the U.S. stock market even for large institutional investors.

Finally, Figure 14 plots the difference in Sharpe ratios between our cost-optimized and
standard MV strategies as a function of 7. In general cost-optimized strategies scale up
substantially better then their analogs, and they do more so as the severity of price impact
increases. Except for GMV P and MV P1 that when V; is estimated annually for low values
of m are actually less profitable but not statistically different from the cost-optimied ones,
cost-optimized strategies have Sharpe ratios of at least 0.14 higher. Moreover the displayed
Sharpe ratio differentials are mostly monotonically increasing in 7 no matter the length of

the rolling window (6 versus 12 months) used to estimated V.

5.5 Rationalizing the higher efficiency in targeting risk premia

The fact that cost-optimized strategies targeting higher return are more profitable than their
standard (less constrained) analogs can be rationalized by the Frazzini and Pedersen (2014)

“betting against beta” theory.

The theory original aim is to explain why empirically the capital market line is found much
flatter than it should be under the CAPM. In an economy where different MV investors have
different trading constraints (in the form of margin requirements) more constrained investors
will optimally choose portfolios with higher betas than otherwise optimal to make up for
their impossibility to lever. In particular, this results in an inverse relation between market
alphas and betas, with higher alphas and lower betas the more investors are constrained.
Also efficient portfolios have maximal Sharpe ratios in correspondence of betas less then one,

decreasing(increasing) for higher(lower) betas.

Figure 9 plots the relationship between alphas and betas of our cost-optimized (labeled
as T'C) and standard (labeled as Std) MV strategies under the CAPM (leftmost graphs)
and Fama and French (1993) 3 factor representation (rightmost graphs). As usual by now,

starred markers refer to figure statistically significant at least at the 10% level.
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Under both representations cost-optimized strategies have higher alphas (top graphs) and
lower betas (bottom graph). Moreover, the differences in alphas(betas) are monotonically
increasing(decreasing) in the level of targeted risk premium, and almost always statistically
significant for higher levels of targeted premia once the stock risk premia are estimated
over at least the previous 10 years (see all but the magenta and yellow lines). Therefore,
constraining the weights by minimizing over costs produces higher alphas and lower betas.
Moreover, such pattern is more pronounced the more demanding (i.e. the higher) is the

constraint on the minimum risk premium to achieve.

The middle graphs in Figure 9 plots the market betas of our cost-optimized strategies,
already shown to be smaller that those of their standard analogs. Starred markets report
the two-sided test against the alternative that betas are different from one. As before once
we focus on stock risk premia estimates that use at least the past 10 years of data (all but
the magenta and yellow lines), all betas are statistically smaller then one. Once again, this
pattern is line with the “betting against beta” theory since as reported in Figure 5 such

strategies have high Sharpe ratios (almost always above 1.2).

In summary, since cost-minimization is a form of trading constraint imposed on the MV
weights, we can use the Frazzini and Pedersen (2014) “betting against beta” theory to justify

our results.

6 Market timing and estimation error: drivers of mean-

variance profitability

In this section we argue that the market timing abilities of our MV strategies, and the
estimation error negatively influencing their performance, are important factors behind the

profitability of mean-variance strategies over the last 100 years in the U.S. stock market.

Market timing and estimation error have substantial impact on the performance of MV
strategies, with average Sharpe ratio increments (for the case of market timing) and decre-
ments (for the case of estimation error) between 0.3 and 0.45, as well as 0.26 and 0.66
respectively. MV profitability displays a pro-cyclical pattern with magnitudes increasing

in expansions and decreasing in recessions over time. Such dynamics can be explained by
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market timing in expansions and estimation error in recessions. We find substantial positive
correlation between the profitability of MV strategies and their level of market timing (with
low values associated to estimation error), particularly for cost-optimized strategies. The
average correlation over the last 100 years is between 0.28 and 0.56 for standard strategies
and between 0.5 and 0.82 for cost-optimized strategies. The majority of most profitable
strategies have market timing levels belonging to the top tercile, almost always correspond-
ing to positive gaps (our way to detect actual market timing activity). At the same time,
most of the least profitable strategies have market timing levels not higher then the median,

almost always corresponding to negative gaps (our way to detect estimation error).

6.1 Magnitudes of market timing and estimation error

In this subsection we quantify the impact of market timing and estimation error by looking
at the average magnitudes across strategies and u; — V; rolling-window-length configurations.
We find that market timing induces average annualized after-cost out-of-sample Sharpe ratios
increments between 0.3 and 0.45 during expansions, while estimation error causes average
Sharpe ratios reductions between 0.26 and 0.66 throughout the business cycle. Therefore
we conclude that market timing and estimation error have substantial impact on the perfor-

mance of MV strategies over the last 100 years.

Table 2 displays the dynamics of the average magnitudes of market timing and estimation
error for our MV strategies over the last 100 years. Market timing is defined as the average
of the differentials, when positive at least at the 10% level, between the Sharpe ratio of our
strategies in the baseline setup versus their analogous version where: the vector of stock
risk premia is kept fixed at the in-sample average (column label “fi”), the covariance matrix
of the stocks is kept fixed at the in-sample average (column label “V”), both moments of
the stock return distributions are kept fixed at the in-sample average (column label “m &
V). Such differentials are illustrated in column 2 through column 4 and their average across
types of market timing (from risk premia, covariances or both respectively) is reported in
column 5. Similarly estimation error is defined as the average of the differentials when
negative at least at the 10% level. Such differentials are reported in column 6 through
column 8 and their average across types of estimation error (from risk premia, covariances

or both respectively) is illustrated in column 9. Specifically, a generic numerical entry in
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the table corresponds to the average of the differentials over all the relevant strategies and
across their baseline p; — V; rolling-window-length configurations. For instance the value
0.2 in the top-left of PANEL A is the average of all the significantly positive differentials
between our standard mean-variance strategies and their fixed risk premia analogs under the
six different p; — V; rolling-window-length configurations for the baseline strategies (namely
5-0.5,10-0.5,20-0.5,5-1,10-1,20-1 years).

Market timing induces average annualized after-cost out-of-sample Sharpe ratios incre-
ments of 0.3 and 0.45 in the two expansionary sub-sample: 45-72 and 03-17 respectively.26
Cost-optimized strategies are on average better at market timing with average magnitudes
always higher in the aggregate and by type of market timing. In particular, the overall av-
erage market timing of cost optimized(standard) strategies is 0.35(0.2) in the sample 45-72
and 0.51(0.38) in the most recent sub-sample. Moreover, the only instance in which a higher
Sharpe ratio differential for standard strategies is spotted is in the sub-sample 03-17 with
respect to the time-varying management of the stock covariances (column “V”): PANEL A
and B show an increment of 0.51, or 0.53 if we exclude M VTP from the average, against an
improvement of 0.33 reported in PANEL C. A finding induced by the documented superior

ability of GMV P in market timing stock covariances recently.

If market timing is an important source of profit, estimation error is a well-known serious
problem for MV strategies. In contrast to market timing, we detect estimation error through-
out the business cycle, i.e. in all four sub-sample 26-44,45-72,73-02 and 03-17.27 It ranges
between Sharpe ratio reductions of 0.26 through 0.66 and it is comparable in magnitude

between standard and cost-optimized strategies.?®

26Recall from Section 3 that these sub-samples are characterized by low(er) trading frictions and high(er)
market growth.

2TRecall from Section 3 that while the sub-samples 45-72 and 03-17 are (mostly) expansionary, the sub-
samples 26-44 and 73-02 are (mostly) recessionary in that they are associated with high(er) levels of trading
frictions and low(er) market growth.

28Interestingly, if anything estimation error appears slightly bigger for cost-optimized strategies. This
is because using the average within all standard and within all cost-optimized strategies as the statistic to
compare this two class of strategies is misleading. In fact the purpose of this subsection is not such comparison
rather the focus is on the stand-alone average magnitudes. The reason why the average estimation error is
misleading in this context is because it only takes into account the magnitude but not the frequency. For
example, if we compare the average estimation error coming from the stock risk premia in the recent sub-
sample between standard strategies, -0.49 (column 6, labeled “4”, in PANEL A and B), and cost-optimized
ones, -0.55 (column 6, labeled “4”, in PANEL C), we notice how the latter is bigger (even if slightly). If
we take a look at the performance ratios (which are the Sharpe ratio differentials divided by the real-time
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6.2 Pro-cyclical increasing profitability

Next, we look at the dynamics of the MV profitability. We conclude that MV profitability
displays a pro-cyclical pattern with magnitudes increasing in expansions and decreasing in
recessions over time. Such ex-post patterns is correctly anticipated by the ex-ante dynamics

of the MV investment opportunities as we discussed in Section 3.1.

Figure 3 not only shows the recent stark profitability of MV strategies during the mostly
expansionary sub-sample 2003-2017 (green lines), it also shows how the second best overall
performance is achieved during the other mostly expansionary sub-period in our overall
sample, the sub-sample 1945-1972 (magenta lines). Analogously if we look at the most
recessionary periods in our sample, i.e. the sub-sample 1972-2003 (red lines) and sub-sample
1926-1944 (blue lines), we notice how their profitability is the lowest over the entire sample
(with that of 1972-2003 being the lowest over the past 100 years).

6.3 Pro-cyclical increasing market timing and counter-cyclical es-

timation error

As for the case of profitability, we find for the market timing abilities displayed by our
analyzed strategies a pro-cyclical pattern with magnitudes in expansions increasing over
time. Moreover, estimation error is found counter-cyclical with magnitudes in recessions
decreasing over time. Therefore market timing and estimation error together can explain
the dynamics of MV profitability

Table 3, in a fashion very similar to Table 2, displays the dynamics of market timing and
estimation error for our MV strategies over the last 100 years. The only difference is that
figures are sums of Sharpe ratio differentials (statistically significant at the 10% level) rather
than averages. This enable us to focus on the total amount of detected market timing and

estimation error rather than the average magnitude.

Sharpe ratio of the respective strategies) in the top graphs of Figure 7 and 8, we notice how the -0.55
corresponds to the unique instance of estimation error detected at the 10% level when V; in the baseline
strategy is estimated using the past 6 months (the only negative starred marker in the top right graph of
Figure 7). In contrast, -0.49 is the average across several statistically negative differentials corresponding to
standard strategies estimated when V; in the baseline strategy uses the past 6 or 12 months (the negative
starred markers in the top left graphs in Figure 7 and 8 respectively).

31



Notice how, no matter the type of strategy (standard versus cost-optimized), market
timing is virtually absent in the recessionary sub-samples 26-44 and 73-02 and is generally
present in the remaining two expansionary samples 45-72 and 03-17. In particular, evidence
of market timing of any type (from risk premia, covariances or both) are present in the most
recent sub-sample and are much higher in magnitudes than those present, either exclusively
from the stock risk premia or the covariances, in the 45-72 sub-period. Hence the pattern
of market timing in our strategies is pro-cyclical with magnitudes in expansions increasing

over time.

Analogously inspecting the sum of the gaps induced by estimation error reveils much
bigger impacts (i.e. more negative gaps) from the recessionary periods with magnitudes
in recessions decreasing over time. Hence the patter of estimation error, no matter the
type of strategy (standard versus cost-optimized), is counter-cyclical with magnitudes in

recessionary sub-samples decreasing over time.

6.4 Correlation analysis

The results of this section so far are suggestive of a positive correlation between the profitabil-
ity of mean-variance strategies and the level of market timing, measured via the differentials
between the baseline real-time versions of our strategies and their unimplementable versions
where at least one of the first two moments of the return distribution is fixed (with high, or
positive, values capturing actual market timing and low, or negative, values actual estimation

error).

Table 4 and 5 report such correlation for our standard and cost-optimized strategies
respectively over the 4 sub-samples, 26-44,45-72,73-02 and 03-17, covering the last 100 years.
In particular, for a given sub-sample each row fixes the length of the rolling window used
to estimate the conditional stock risk premia in the baseline setup. Column 4 and 5 look
at the differential where the unimplementable strategy versions have fixed in-sample stock
risk premia i, thus isolating the time-variation impact of the stock risk-premia estimates. In
column 4 the length of the rolling window for the conditional covariance matrix of returns
is fixed at 6 months, while in column 5 it is fixed at 1 year. Similarly column 6 and 7
look at the differentials where the unimplementable strategy versions have fixed in sample

covariance matrix V', and column 8 and 9 at the differentials where the unimplementable
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strategy versions have both moment fixed, i.e. i and V.

We find substantial positive correlation between the profitability of MV strategies and
their level of market timing , particularly for cost-optimized strategies. The average correla-
tion over the last 100 years is between 0.28 and 0.56 for standard strategies and between 0.5
and 0.82 for cost-optimized strategies. The higher correlation for cost-optimized strategies
mostly come from the 1973-2002 sample, and the recent sample with respect to the market
timing of stock risk premia. In particular, the inabilities of standard strategies to time risk

premia, which we discussed in Section 5, causes the correlation to turn negative.

Table 6 and 7 analyze the relationship between the level of market timing and the
Sharpe ratios of the most and least profitable standard and cost-optimized strategies re-
spectively. Given a specific sub-sample, the upper(lower) part of the panel reports the
baseline most(least) profitable strategy (column 5/9 when the rolling window length for the
conditional covariance is 6 months/1 year) in correspondence of each rolling window length
for the vector of conditional stock risk premia (different rows). Column 6 and 10 display the
percentile of the market timing level distribution associated with the differentials computed
when the unimplementable strategies have their vector of stock risk premia kept fixed at
their in-sample level fi. Similarly column 7 and 11 (column 8 and 12) report the differentials
with respect to unimplementable strategies which conditional covariance matrix (and risk
premia vector) is (are) kept fixed at V (& j1). Finally, whenever the reported percentile is

associated with a positive(negative) differential we mark the figure with a (7).

The majority of most profitable strategies have market timing levels belonging to the top
tercile, almost always (half the time in the sample 1926-1944) corresponding to positive gaps
(our way to detect actual market timing activity). In particular, 71%(53%) of the gaps in
the sub-sample 03-17 are in the top tercile for standard(cost-optimized) strategies, of which
83%(88%) are positive. Similarly, the proportions for the sub-sample 73-02 are 59%(80%),
of which 80%(100%) are positive. The proportions for the sub-sample 45-72 are 50%(75%),
of which 100%(100%). The proportions for the sub-sample 26-44 are 100%(100%), of which
55%(50%) are positive.

At the same time (except for standard strategies recently, see motivation below), most
of the least profitable strategies have market timing levels not higher then the median,

almost always corresponding to negative differentials (our way to detect estimation error).
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In particular, 33%(61%) of the differentials in the sub-sample 03-17 are not higher then the
median for standard(cost-optimized) strategies, of which 83%(82%) are negative. Similarly,
the proportions for the sub-sample 73-02 are 78%(61%), of which 100%(100%) are negative.
The proportions for the sub-sample 45-72 are 94%(83%), of which 76%(73%) are negative.
The proportions for the sub-sample 26-44 are 75%(83%), of which 90%(100%) are negative.

The least performing standard strategies in the recent 2003-2017 sample causing the
exception in the trend found above —i.e. MVTP when p; is estimated at least over the past
10 years and V; over the past 6 months, as well as MV P1 when p; uses the past 10 years
and V; the past year, and GMV P when V, uses the past 1 year — have Sharpe ratios never
lower than 0.63, which is very similar to those obtainable by investing in the broad market
ETFs (i.e. 0.69 for SPX and 0.62 for IWM). The fact that those strategies have positive
differentials with market timing percentiles between 50 and 86 is perfectly in line with the

positive correlation between market timing and MV profitability.

7 Robustness

We check the robustness of our findings in several ways. Specifically, we check whether or not
they are robust to the way we measure costs (with or without TAQ data), how we estimate
the risk premia (with a market model or a 3-factor model a la Fama and French (1993) and
the standard Fama and MacBeth (1973) versus the noise filtering approach of Gagliardini
et al. (2016)) and the covariance matrix (with factor models or via the Ledoit and Wolf
(2017, 2020) shrinkage estimator), as well as to the specific re-balancing frequency (monthly
vs. quarterly) and the composition of the stock universe (whether or not we reduce the stock
universe to: i) the S&P 500 constituents, ii) the same sub-sample of stocks implicitly selected
by the most stringent analyzed rolling-window-length combination of 12 months for V; and
20 years for pu, or iii) the even more stringent sub-sample of stocks required to estimate V'
and g in-sample).

Our results are found in general robust. We constructively learn that: 1) the trade-off
between bias and estimation error in the covariance matrix estimator is clearly in favor of a

reduction of the latter,?® 2) adopting a parsimonious specification for the return generating

29Because the performance of our strategies are much better when we estimate V; via factor models rather
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process and filtering out part of the noise in the risk premia estimates through the Gagliardini
et al. (2016) approach is the best way, among those analyzed in this paper, to handle stock
risk premia, 3° 3) there are economically sizable diversification benefits in investing in all

common stocks.?!

In particular, in Section B we confirm that: i) the profitability of MV strategies has never
been as high as recently, ii) GMV P remains among the most profitable textbook strategies
for small investors (in the absence of price impact), and iii) the cost-optimized strategies
remain the best way to efficiently target (higher) risk premia once stock risk premia are

estimated using at least 10 years of data.

In Section 5.2 we have argued that the stabilizing role of cost-optimized weights allows to
market time stock risk premia by smoothing out the extra noise that prevents MV standard
strategies to exploit the information contained in the stock premia. In Section C we confirm
the robustness of our claim to the evaluated alternative scenarios with the exception of the
scenario where our strategies are implemented quarterly. In such scenario our cost-optimized
strategies still outperform but no market timing is detected. We ascribe this lack of findings
to the small sample size. We also notice how allowing for a richer model for the risk premia
and the covariance structure (specifically the Fama and French (1993) 3-factor model versus
the single-factor market model) allows our cost-optimized strategies to additionally engage
in covariance timing, while preserving their ability to time risk premia (coming from the

stabilizing role played by the cost minimization).

In Section D we confirm how cost minimization is also effective in reducing downside risk
as measured via the Maximum Draw Down (M DD), or the average time needed to recover

from the worst incurred loss, in virtually all the analyzed alternative scenarios.

In the main text we showed how cost-optimized mean variance strategies are very prof-
itable options to gain exposure on the market even for large institutional investors. Due to
the computationally intensive nature of the analysis, in Section E we extend this analysis

and confirm such insight to a sub-sample of alternative scenarios. Specifically we focus on

then Shrinkage estimators.

30The one-factor market model within the Gagliardini et al. (2016) is more efficient than the Fama and
French (1993) 3-factor formulation or the single market factor model under the standard Fama and MacBeth
(1973) procedure.

31Performances are lower if we restrict the stock universe to the SP500 stocks.
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the scenarios where: costs are estimated without using TAQ data, stocks are restricted to
be SP500 constituents, and our strategies are rebalanced quarterly. As in the baseline sce-
nario, we find a substantial performance gap between cost-optimized strategies and standard
analogs, which is monotonically increasing in the price pressure severity (or equivalently in

the dollar size of the strategies).

Finally in Section F we confirm the main finding that market timing and estimation
error have non-negligible impacts on the mean-variance performance and share very similar

dynamics over approximately the last 100 years.

All the details are relegated to the Online Appendices.

8 Conclusions

We have analyzed the performance of large-scale Mean-Variance (MV) strategies, invested in
all common stocks on the NYSE/AMEX and NASDAQ), over approximately the last century.

In sharp contrast with investing in anomalies, we documented how profitable is to gain
exposure on the market via the MV criterion recently. Of particular interest is the insight that
the stabilizing role of cost minimization allows to restore the credibility of the capability of
MV strategies to efficiently target risk premia. As a matter of fact cost minimization allows
to: i) profitably target risk premia (unlike their standard analogs), ii) reduce downside
risk (measured by the worst observed loss or the average time to recover from it) and, iii)
enhance the scalability of MV strategies (by directly modeling stock-specific price impact
as a quadratic trading cost) making such strategies appealing options for large investors.
Comparing our results with those found in Maurer et al. (2020) for the FX market highlights
the different role played by cost minimization in MV strategies across markets. In the
stock market where estimation error is a first order concern, cost minimization enhances
the performance mostly by stabilizing the weights. In the FX markets where estimation
error in the mean returns is much less problematic, cost minimization mostly enhances the

performance via direct execution cost reduction.

Moreover, we argued that market timing and estimation error are two important factors
behind the profitability of our analyzed strategies over the last 100 years. They account for

substantial portions of the actual out-of-sample after-cost profitability and can explain its
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long term cyclical dynamics.

Finally, our results are found robust to several alternative scenarios involving different:

ways of estimating costs, model parameters, stock universe and rebalancing frequency.
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Profitability of Mean-Variance Strategies
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Figure 3: The profitability of mean-variance strategies in the U.S. stock market is pro-cyclical
and has never been so high as recently. The graph plots the out-of-sample after cost annualized
Sharpe ratios of several mean-variance (MV) strategies against two common benchmarks — the
equally weighted (EW) and the value weighted market portfolio (VW) — over four consecutive
non-overlapping sub-samples covering the period January 1926 - December 2017: the (mostly)
recessionary periods 26/44 and 73/02 (in blue and red) and the (mostly) expansionary periods
45/72 and 03/17 (in magenta and green). All strategies are re-balanced monthly and invest in the
entire universe of common stocks belonging to the NYSE, AMEX and NASDAQ. MVTP is the
MV Tangency Portfolio, GMVP is the Global Minimum Variance Portfolio, while MVP1 through
MVP15 are the frontier portfolios targeting an annualized risk premium of 1, 5, 10 and 15%
respectively. The dotted lines report the Sharpe ratio of the cost optimized version of GMVP,
MVP1, MVP5, MVP10 and MVP15 respectively as described in Section 2.1. Because any MV
strategy requires a vector of risk premia and a covariance matrix, the reported Sharpe ratio of a
given MV strategy is the average across those obtained by combining six different strategies only
differing in the length of the rolling windows used to estimate the covariance matrix (employing
either the past 6 or 12 months) and the premia (employing either the past 60, 120 or 240 months).
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Mean-Variance Strategies vs. Anomalies
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Figure 4: In contrast to the past, post-2002 investing in the U.S. stock market according to the
Mean-Variance (MV) criterion is much more profitable than investing in anomalies. The graphs plot
the out-of-sample after-cost annualized Sharpe ratios of our baseline set of analyzed strategies (left
column) — the MV Tangency Portfolio (MVTP), the Global Minimum Variance Portfolio (GMVP),
four frontier portfolios targeting an annualized risk premium of 1, 5, 10 and 15% (MVP1, MVP5,
MVP10 and MVP15), and two common market benchmarks (the equally (EW) and value (VW)
weighted portfolios) — against the leading 23 anomalies studied in Novy-Marx and Velikov (2016)
(right column). All strategies are re-balanced monthly and invest in the entire universe of common
stocks belonging to the NYSE, AMEX and NASDAQ. Solid lines report the Sharpe ratios of the
standard textbook version of the strategies (here labeled “Std” strategies), dotted lines report those
of the cost optimized version of GMVP, MVP1, MVP5, MVP10 and MVP15 as described in Section
2.1 (here labeled “T'C” strategies), dashed lines those of the anomalies before cost and dash-dotted
lines those of the anomalies after cost. The different rows display different sub-samples using the
same colors used in Figure 3: from the most recent sample (03-17, top row, green) to the oldest
one (26-44, bottom row, blue).



Recent Profitability of Mean-Variance Strategies
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Figure 5: Post-2002, once stock risk premia are reliably estimated, cost-optimized Mean-Variance
(MV) strategies targeting higher premia are very profitable in gaining exposure on the market,
while the textbook Global Minimum Variance Portfolio (GMVP) remains an efficient alternative.
The figure shows the annualized out-of-sample after-cost Sharpe ratios of our analyzed strategies
(defined in the previous figures and in Section 2.1). The MV strategies are benchmarked against the
equally (EW) and (VW) value weighted market portfolios as well as the SPDR and the IWM ETFs
(mimicking the exposure to the S&P 500 and the Russell’s 2000 indices), are re-balanced monthly
and invest in the entire universe of common NYSE, AMEX and NASDAQ stocks over the period
January 2003 - December 2017. Each graph differs in the length (in years) of the rolling windows
used to estimate the risk premia vector p; (5,10,20) and the covariance matrix of return V; (0.5,1).
Sharpe ratios of given strategies that are better 44 the 10% level than: the EW, the VW, both the
SPDR and the IWM ETFSs, and their standard analogs (if they refer to cost-optimized strategies)
are marked with a star, a diamond, a square and a circle respectively. Markers for standard(cost-
optimized) strategies are reported in black(red). We test for Sharpe ratio differences using block
bootstrapping (block sizes of 5 obs.) accounting for heteroskedasticity, cross- and auto-correlation
(Ledoit and Wolf (2008)).



"MGTIAN PUe MOTIAN ISIANITIAIN DIJAIND A[PUreu :9[qe[rest uatm UOISIoA paziturydo-4sod ety pue — (GTIAIN
pue OTJAIN'SIAIN TAAIN) %GT ysSnoIyy 947 jo wnrwold S pazijenuue e Surje8re) sorjojyiod Ie1juory moj pue JAND
o) ‘(dLAIN) orojriog Aouadue], AN oy} :sorjojprod AN Jo sed£) j§00q)xe) pIepue)s 9aI[) oIe SaI30)el)s PazA[eue oy,
$Y0038 HVASVYN PUe XHINY ‘HSAN TOWUod e Aq pajussalIdol ST 9SIOATUN YD09)S 91} PUR ) T()7 IoqUIada(] [8NoIy} £00g
Arenue wogj yjuowr A1049 st porrad ofduwues oy ], "sol8o)eI)s pIepur)s pur paziuurido-1s00 Ueemioq [RIFUSISHIP ) SULMOYS
sjord 3somyySur oy Ym (G oIS utl pejroder sorjel odreyg oY) JO SIOJRUIIOUSD) SOIIII[IIR[OA IS} O} SOUO W0}}0( ST}
a[IyM sar3a)eI)s pazATeur Ino jo (G a3 ur pajiodal sorpel adIeyg oY) JO SIOJRISWNU) STLIN}OI SS90X0 IFRISAR JT[) 07 I9Jol
sydeis doy oy ], "SUINJOI SS00X0 9FRIoAR IOYSIY PUR SOIIIR[OA JOMO[ [[30( WO owWod erweld IoySIY SurjodIe) so1gojer)s
poziuu1ydo-1s00 Jo sorjel odreyg Ieysiy oy} ‘AN[IIR[0A MO[ AQ USALIP ST J A VD JO doueurniofad o) S[IYA\ :Q oINS3I]

ABajeljs aoueueA-UBDN

ABajens peziwndo-1s00

ABojess plepuels

SkdAi oLdAn SA LdA dAIND SIdAW OLdAW SdAn LdAN dAND  SLAAW OLdAIN  SdAW LdAW dAND  dLAN MA m3
: . . & g . . . T T T S
0y
oL - Jot
. 17
; % gL o ST
. z// H
~ ™ . 0z o 1oz
g, 1€ & =
= ~ /// = =}
P g = sz - {5z 1
e W Y = =
~ S 0'g g . 1og
£ Al=p Agz=1
— 7
— e ge I Al=p hgL=tf —s— lee
| A=pfg=rf 5
wg g=p Aoz =1
o s t=nhoL= g [0V
Agp=p Ag=rl o
ﬂ- m.W L I L I 1 f m.V
SLdAl obdAl SdA LdAI dAND SIdAW OLAW SdAn LA dAND  SEAW OLdAW  SdAI LA JAWD  dIAW MA M3
. . . 0 oL . . ; . . : L
i - — ! — 18
- = fe) - i e : - —qck
S R
L e huxu..ul@.d..L;.. = u.H..)_mw\.u.u.. — {1y = {8 5
—~ =& \\\\ z vl z
- -~ L] 10k~
r o 12 o 2
~ 5 (9]
g al (o
(] w
i {8 © 3
@ 12k =
=l 8l 5
- {013 i @
w 4 EL
{1zt e 1 ¥k
.w-_- NN I Il 1 I I i m_-

uorjisoduwodap onjea adaeyyg :Ajiqeigoad juedal puryag

45



Perf. Ratio

Perf. Ratio

Perf. Ratio

[V Wt §
ATETERER o T S T

Market Timing vs Estimation Error:
V; rolling window of 6 months, sample 2003-2017
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Figure 7: Standard strategies mostly time stock covariances and suffer from estimation error in-
duced by stock premia. Cost-optimized strategies mostly time stock premia and suffers much less
from estimation error. The performance ratios are computed for our strategies over the monthly
period January 2003 - December 2017. Top/middle/bottom graphs isolate the effects coming from
market timing (positive gap), or suffering from estimation error (negative gap) from the condi-
tional stock premia/covariances/premia & covariances. The leftmost(richtmost) eraphs refer to



Market Timing vs Estimation Error:
V; rolling window of 1 year, sample 2003-2017
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Figure 8: Standard strategies mostly time stocﬁlovariances and suffer from estimation error in-
duced by stock premia. Cost-optimized strategies mostly time stock premia and suffers much less
from estimation error. The performance ratios are computed for our strategies over the monthly
period January 2003 - December 2017. Top/middle/bottom graphs isolate the effects coming from
market timing (positive gap), or suffering from estimation error (negative gap) from the condi-
tional stock premia/covariances/premia & covariances. The leftmost(rightmost) graphs refer to



Market as and (s of cost-optimized and standard
mean-variance strategies, sample 2003-3017
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Figure 9: Frazzini et al. (2014) “betting agai#h§t beta” theory can explain the patterns in our
strategies (described in the previous figures) over the monthly sample 2003-2017. Cost-optimized
strategies have higher(lower) alphas(betas) than their (less constrained) standard analogs as shown
in the top(bottom) graphs. Market betas of cost optimized strategies, plotted in the middle graphs,
are found smaller then 1. Leftmost(rightmost) plots assume the CAPM(Fama and French (1993) 3
factor) representation for the returns. Starred markers in top and bottom graphs highlight figures
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Downside risk: cost-optimized versus standard mean-variance

strategies
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Figure 11: Cost-minimization is a useful stabilizing device to reduce downside risk as measured via
the worst experienced loss (Maximum Draw Down or M DD) or by the average number of years to
recover from it. The top graph plot the difference in absolute MDDs between our cost-optimized and
standard strategies (which are described in Section 2.1) for the six different estimation configuration.
Each configuration only differs in the rolling window lengths (expressed in years in the legend of the
bottom figure) used to estimate the conditional vector of risk premia and the covariance matrix of
returns. The bottom graph plots the difference in the average number of years required to recover
from the worst observed loss between the cost-optimized and the standard strategies. The average
number of years to recover from the worst loss is computed as the ratio of a strategy absolute MDD
and its average excess return. The sample is every month from January 2003 to December 2017.
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Price Impact: standard mean-variance strategies
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Figure 12: Standard mena-variance strategies are sensitive to price impact, however the Global
Minimum Variance Portfolio (GMVP) can actually scale up if properly parametrized. The graphs
plots the annualized after-cost out-of-sample Sharpe ratios of our standard strategies (described
in Section 2.1 and printed in the legend) as a function of the price impact parameter 7, which is
inversely related to the liquidity and depth of the market and positively related to the portfolio
size of the investors. Each graph differs in the combinations of rolling window lengths (in years)
used to estimate the conditional risk premia p; and covariance matrix V; as specified in the plots’
sub-titles. Starred markers refer to ratios bigger than those of the EW and VW at the 10% level.
We test for differences in Sharpe ratios using block bootstrapping with block sizes of 5 observations
to account for heteroskedasticity, cross- and auto-correlation (Ledoit and Wolf (2008)). The sample
is every month from January 2003 to December2017.



Price Impact: cost-optimized mean-variance strategies
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Figure 13: Cost-optimized strategies robustly scale up and are very profitable options to gain
exposure on the market even for large institutional investors. The graphs plots the annualized
after-cost out-of-sample Sharpe ratios of our cost-optimized strategies (described in Section 2.1
and printed in the legend) as a function of the price impact parameter 7, which is inversely related
to the liquidity and depth of the market and positively related to the portfolio size of the investors.
Each graph differs in the combinations of rolling window lengths (in years) used to estimate the
conditional risk premia p; and covariance matrix V; as specified in the plots’ sub-titles. Starred
markers refer to ratios bigger than those of the EW and VW at the 10% level. We test for
differences in Sharpe ratios using block bootstrapping with block sizes of 5 observations to account
for heteroskedasticity, cross- and auto—correlaticgb (Ledoit and Wolf (2008)). The sample is every
month from January 2003 to December 2017.



Price Impact: cost-optimized vs. standard mean-variance
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Figure 14: Cost-optimized mean-variance strategies consistently scale up more and are less sensi-
tive to changes in price impact. The graphs plots the annualized after-cost out-of-sample Sharpe
ratio differentials between our cost-optimized and standard strategies (described in Section 2.1 and
printed in the legend) as a function of the price impact parameter 7, which is inversely related to
the liquidity and depth of the market and positively related to the portfolio size of the investors.
Each graph differs in the combinations of rolling window lengths (in years) used to estimate the
conditional risk premia u; and covariance matrix V; as specified in the plots’ sub-titles. Starred
markers refer to ratio differential significant at the 10% level. We test for differences in Sharpe
ratios using block bootstrapping with block sizes.qf 5 observations to account for heteroskedasticity,
cross- and auto-correlation (Ledoit and Wolf (2008)). The sample is every month from January
2003 to December 2017.



Table 1: Cost-minimization as an economically justified way to bound weights

Strategy

GMVP

MVP1

MVP5

MVP10

MVP15

ASR: Cost-Optimized - Standard (no-short selling)

w=>5y,V =0.5y 0.36 0.35 0.34 0.20 0.26
nw=10y,V = 0.5y 0.36 0.52 0.78* 0.76™* 0.76™**
w=20y,V = 0.5y 0.36 0.72* 0.60* 0.76** 0.79
pw=>5y,V =1y 0.17 0.10 0.46* 0.39 0.36
pw=10y,V =1y 0.17 0.33 0.43* 0.56** 0.67
w=20y,V =1y 0.17 0.53 0.41 0.50* 0.59**

ASR: Cost-Optimized - Standard (no-short selling, 1% upper bound)

=5y, V = 0.5y 0.50 0.55 -0.08 -0.20 0.16
1=10y,V = 0.5y 0.50 0.69** 0.79*** 0.84* 0.70*
=20y, V = 0.5y 0.50 0.70 0.63* 077 0.82+
=5y V =1y 0.35 0.36 0.05 -0.09 0.07
=10y, V = 1y 0.35 0.57 0.56** 0.68* 0.61+*
=20y, V =1y 0.35 0.58 0.46 0.55* 0.64**

ASR: Cost-Optimized - Standard (no-short selling, 2% upper bound)

1 ="5y,V = 0.5y 0.43 0.44 -0.03 -0.20 0.17
1 =10y, V = 0.5y 0.43 0.56 0.78"* 0.80*** 0.66***
1 =20y,V = 0.5y 0.43 0.67 0.61* 077 0.82***
=5y, V =1y 0.26 0.22 0.12 0.10 0.12
=10y, V = ly 0.26 0.41 0.48* 0.64** 0.59***
=20y, V =1y 0.26 0.53 0.44 0.56* 0.65*

Notes: Cost minimization is an economically justified way to bound the mean-variance weights by only
trading in some stocks to maximize the before-cost risk-return trade-off if the initial allocation is too dis-
placed. The table reports the annualized after-cost out-of-sample Sharpe ratio differentials, ASR between
our cost-optimized strategies (described in Section 2.1) and their standard analogs when their weights are
constrained to: be non-negative (top panel), be non negative and additionally no more than 1% (middle
panel) or 2% (bottom panel). Every raw in a given panel refers to a different rolling window length com-
bination (expressed in years) used to estimate p; and V;. The sample is every month from January 2003
to December 2017. Standard errors for ASR are estimated using block bootstrapping with block sizes of 5

observations to account for heteroskedasticity, cross- and auto-correlation (Ledoit and Wolf (2008)).
and * highlight figures statistically significant at the 10%, 5% and 1% level.

o4



*110g 1oqueddd YSnoIy) 9g6T Arenuef WOIJ YIUOW AI9Ad ST o[dWres [[RISAO ST, TOAd] %01 O3

e }se9] Je JUROYIUSIS oIe JeY) (¢'g WoI0ag ul paugep) sded oryer adreyg e jo (sreak [cTT][0T°T) (g T)[qT1 e 0)*[0T S 0] [¢*G 0]) X11yeI DOURLIRAOD PR
eTIOIA FSII J003S JO I0JD8A [RUOIIIPUOD 9] I0J SUOIRINSHUOD [)SUS[-MOPUIM-SUI[[OI XIS S[] SSOIOR PUR SIIS9)RI)S I9A0 dFRIoAR o1} Juaserdel seansy
pejioder oy, 'sieak (O] 9Se[ 93} I9AO SaldejeI)s AN JO eouruLIofiad oy) uo jordull [eljuR)SqNS 9ARY IOLI6 TOIJRMIIISO pUR SUIWIT) JoNIRIN :S920N

99°0- €L 0" ce0- 68°0- 0 0 0 0 F-9¢ ordures
9Z'0- ce0- LT°0- 0 €0 0 620 €0 :¢L-Gy odures
Gg'0- GG 0- 70" 69°0- 0 0 0 0 :g0-¢. odures
9¢°'0- 650" 0 zs0- S¥°0 760 ero 9¢°0 :L1-¢0 ordures
(dIAN DNIANTOXH) SHIDALVHLS ADNVIUVA T1V :d TANVd
8G°0- 8G°0- 0 0 0 0 0 0 F-9¢ ordures
$¢°0- 70" 0 0 Ge0 0 620 170 :gL-Gy opdures
670" Ge0- v2 0" 69°0- 0 0 0 0 :g0-¢. odures
1G°0- 650" 0 cs0- 160 L9°0 eeo €co :L1-¢0 ordures
SHIDALVYLS AONVIYVA-NVAIN dAZINILJdO-LSOD D TANVd
1.°0- 68°0- ce0- 68°0- 0 0 0 0 :¥¥-9g odures
L2°0- LE°0- LT°0- 0 z'0 0 0 z0 :gL-Gy opdures
280 Gg0- 6S°0- 0 0 0 0 0 :¢0-¢. ordures
6¥°0- 0 0 670" 8¢€°0 Zr0 €0 61°0 :L1-¢0 ordures
(dIAN DNIANTOXH) SHIDALVHLS ADNVIMVA-NVAN AUVANVLS d TANVd
99°'0- cL 0" ee0- 68°0- 0 0 0 0 ‘¥¥-9g opdures
€2°'0- 780" 61°0" 91°0- z'0 0 0 z0 :gL-Gy opdures
15°0- 180" 86°0- 8¢°0- 0 0 0 0 :00-¢. ordures
6¥°0- 0 0 670" 8€°0 Zr0 160 z0 :L1-¢0 ordures
SHIDALVYLS ADONVIYVA-NVAN AYVANVLS V TANVJ

WeIA] Axd A nf LS A Axd A !

IOLId UOT)ReUI)SH]

surwry joyIRIN

s1eak QT ISe[ 9} I2A0 sopnjrudewi 9SeIoAe JO SOIWRUADP :I01I9 UOIJRWI)SF SNSISA DU} JOXIRIA 7 O[R],

55



LT0Z 1oquIdd0 YSnoI} 9z61

Arenue[ WOIJ [IUOW £I10A0 ST o[dUTES [[RIOAO ST, "[OAI] 90T U} J& JSeI[ Je JUROYIUSIS oI Jer[) (¢'g U0Ipag ul pauyep) sdeS oryer odrerg (e jo (s1eak
T T)loT 1) g T)*[eT g 0] [0T G 0] (g 0]) Xt1rewx @oUELIRAOD puR ®rmAId YSLI Y2098 JO I0JI0A [RUOIIIPUOD O} 10] suorjemSyuod [jSud[-mopurm-Surol
XIS O} SSOIO® PUR $9180)eIls I0A0 wns o) juesaidor soindy pojrodol oy, oW} I9A0 SUISLOIOdP SUOISSEOdI UL SOPNGIUSRU [}IM [BOI[DAD-IOJUNOD ST
IOII0 TWOTYRUIIISO ‘TOAOOIOJN "OUI} I0A0 Suiseoroul suoisuedxo Ul sopnjugewt [ wgyed [eorpio-oxd e Ae[dSIp SOTII[Iqe SUIUI) JONIRW O], :SILON

6S°01- LV'9- iaNa 8LT- 0 0 0 0 F¥-9g ordures
€0°G- 61 %" 78°0- 0 8¥°¢ 0 180 19°C :gL-Gy odures
z'92- T0°TT- 16°9- 89'8- 0 0 0 0 :g0-¢. odures
Gg G- QT'T- 0 LT¥- T€°62 ST'TT 8G'TT 9¢9 :L1-¢0 ordures
(dIAN DNIANTOXH) SHIDALVELS ADNVIUVA T1V :d TANVd
9T°1- 91'1- 0 0 0 0 0 0 ‘¥¥-9g ordures
Gg'T- ceT- 0 0 89T 0 180 18°0 :gL-Gy odures
6£°01- 79 1- L¥0- 89'8- 0 0 0 0 :g0-¢. odures
eLT- ST'T- 0 GG 0- ST'TIT 8¢°G L9°0 7S :L1-¢0 ordures
SHIDALVYLS ADNVIYVA-NVAN AAZINILJIO-LSOD D TANVI
€2°6- 1€°6- iaNa 8LT- 0 0 0 0 F-9¢ ordures
89°'¢- 78°C- 78°0- 0 8T 0 0 8T :gL-Gy odures
I8°GT- L€°6- 719- 0 0 0 0 0 :g0-¢ . odures
z9°¢- 0 0 29°¢- L8°LT 8°G 1601 9T'T :L1-¢0 ordures
(dZAN DNIANTOXH) SHIDALVHLS ADNVIMVA-NVAN TUVANVLS € TANVd
18°6- 99°G- S 8LT- 0 0 0 0 F1-9¢ ordures
P1°G- 8e¢- 8T'T- 870" 81 0 0 8T :gL-Gy opdures
9%°61- zT 11" 67" L- cL 0" 0 0 0 0 :g0-¢. odures
z9°'¢- 0 0 29°¢- ¥6°0C 999 eLTT c1'e :L1-¢0 ordures
SHIDALVYLS ADONVIYVA-NVAN AYVANVLS *V TANVJ

[ej0], Axd A ! [ej07, Axd A il

JOLI9 UOoljewI)sy

surwry jeyIRIN

sreak QT ISe[ 9} I2A0 sjunowre [0} Jo SOIWRUAP :IOLId UOIJRWI)SH STNSIOA dWIIY JOXICIA ¢ 9[qRl,

56



"LT-€0°C0-€LTL-GV TI-9g :sordures-qus §
Ul POPIAIP ST J1 puR 2 10g 1oquedd( YSnoIy} 9g6] Arenue( WO YIUOUW AIAS SIoA0D o[dures oy, *(g'g UOII00g Ul poure[dxo se 10110 UOT)eu1)So
[enjoe senjeA ‘9AreSsu 10 ‘MO[ pue Surwy jexrew [enjor Jurmided senfea ‘@arysod 10 ‘YSIY yjm)(s)orewryse sjdures-ur paselq pesye-yoo[ 9yl
e poxy 3doy (eIe)ST UOTINGLIISIP WINJDI O) JO SHUSUIOUW OMY) ISIT 91} JO 9UO JseI[ Je oIoyM Jo[eue oqejustmajduaiun )1 pue A399eI)s WIATIS o1}
JO UOISIoA 9UIT}-[edl JT[) Usam)aq [RIjUaILHIp oljel adretg oY) Aq pajussaidal st £391RI1)s USAIS 1ora I0] I01Id UOTYRUII)Se / SUIWIT) JOXIRUI JO [9A]
1]} oIyM so1jel adreyg o[dures-Jo-4no 1s00-199Je a1} A PoINseout ST AN[IqRIYOI ] "IOLIO UOT)RUIISd / SUIUII) JOIRUI JO [0A] o) PuR (]°g UOIPIAG
Ul Po[Ie)op) So130)RI)S 9OURLIBA-URIUL PIepUR)s PozATeur Ino Jo A1iqejgold o1} U0om)oq UOTJR[OLIOD SAIYISOd [RIIURISANS B ISIXO QIO ], $JON

1<°0 6€°0 9¢°0 L7°0 ¥vo 8¢°0
€8°0 9¢°0 ¢80 8L°0 1L°0 @80
¢lo €0 89°0 7.0 7¥0 940
€60 68°0 96°0 ¢80 L6°0 G6°0
¥0 ST'0 67°0 9¢'0 <9°0 cs'o
G0 €50- 11°0- Gg0- 6¢°0 8T°0
LGS0 ¥Z0 89°0 av0 9.0 90
780 €Lo 60 68°0 60 640
8G°0 Iv°0 90°0 ¢0°0 1L°0 70
68°0 ¢80 680 v 0" ¢80 6¥°0
19°0 10 670" 90°0 99°0 g0
v<0 1e0 660" 4\ 79°0 evo
cso €v°0 88°0 €8°0 ce0- cL0-
61°0 L0°0 L0 6470 €0 980~
Ly0 9€0 €60 1670 80" 660"
68°0 80 I 66°0 4N\ ¢€0-
A T SIA G() LT SIA G() IA T SIA G()
A A

ueawl [[eI9A()

uRoA
S1£ GT
s1£ 01
SI1£ ¢

ueaA
s1£ GT
s1£ 01
SI1£ ¢

ueaA
S1£ GT
s1£ 01
SI1£ ¢

UeaA
S1£ G
s1£ 01
SI1£ ¢

7¥-9¢

GL~G¥

¢0-€L

L1-€0

U
A ISuol mopurm SUI[[oYy

o[dureg

so189lel)S piepue)s

:Surwany 1e3JIeN pue AJI[Iqejyol 9OUBLIBA -UBDJA U8oMI)9( SUOIJR[.LIO)) :f d[qR],

57



"LT-€0°C0-€LTL-GV TI-9g :sordures-qus §
Ul POPIAIP ST J1 puR 2 10g 1oquedd( YSnoIy} 9g6] Arenue( WO YIUOUW AIAS SIoA0D o[dures oy, *(g'g UOII00g Ul poure[dxo se 10110 UOT)eu1)So
[enjoe senjeA ‘9AreSsu 10 ‘MO[ pue Surwy jexrew [enjor Jurmided senfea ‘@arysod 10 ‘YSIY yjm)(s)orewryse sjdures-ur paselq pesye-yoo[ 9yl
e poxy jdoy (oIe)sI UOIINLIISIP WINISI 9} JO SIUSTUOUT OM] JSIT Y[} JO SUO IS Je oIaTm Sofeure o[qriuamedwIun $)1 pue A399eI)s UPALS o1} JO
TOTSIOA SUIT)-[RAI AT} UDIM)O( [RIYURISPIP o1fel odreyg o) Aq pojuasaldor st £39)eI)s USATS 1ord 10 I0II0 UOTYeTI)so / SUTWITY Jos[TRU JO [0A] 9T}
oM sorjel odrerg ojdures-Jo-1no 1s00-199Je 9} AQ PaINseow ST ANIRIYOIJ 10110 UOTIRTII)SO / SUIMI) J03IeUL JO [9A9] 9} Pue (]'g UOI}DAG UI
po[re)op) so130)el)s oduRLIRA-TIROW PoZItul)do-1500 PozATeure o Jo ANIqeIgold o) Uoom)oq UOTIR[OLIOD dATYISOd [RIFURISANS © SIXO OIS ], SJON

8¢°0 ¢80 8¢0 €90 ¢o TL°0
L6°0 €6°0 I8°0 6¥°0 96°0 1.°0
86°0 760 160 180 €60 60
96°0 ¢6°0 90 11°0 66°0 €40
8¢°0 @80 €0 80 ¥0°0 €L°0
10°0- 640 970 €80 900 ¢L0
620 880 G0°0- €80 9¢€0- €L0
980 980 g0 9L°0 770 ¢l’0
8G°0 86°0 1€°0 89°0 9¢°0 G6°0
€0°0- 760 L0~ €80 9¢0- €60
86°0 660 740 69°0 960 660
I I LL0 740 86°0 7670
¥o €90 1°0 ¥<'0 €v0 970
68°0 880 180 G8°0 680 60
qay €ro 970 ¢S50 9€0 €00
10 650 96°0- v<0 700 970
AT SIK ¢ LT S1£ G AT SIK ¢
AR A

ueawl [[eI9A()

uRoA
S1£ GT
s1£ 01
SI1£ ¢

ueaA
s1£ GT
s1£ 01
SI1£ ¢

ueaA
S1£ GT
s1£ 01
SI1£ ¢

UeaA
S1£ G
s1£ 01
SI1£ ¢

7¥-9¢

GL~G¥

¢0-€L

L1-€0

U
A ISuol mopurm SUI[[oYy

o[dureg

so139jea)s poziuiydo-3so)
:Sutwury e Ie]\ pue A}[IqeIJolJ 9OURLIBA -UBSJA] U8oM)8( SUOIJR[SIIO)) :G d[(R],

58



0 UOTID0G 99S S[IR)OP [RUOIYIPPR 104 (10110 UOIYRWIISO) SUIWII) JO3[IRUI JO S[OAD] (MO])YSIY [IIM POIRIDOSSE dIe so1309el)s (1510M))s0q Jo AjLIolewa o T, 5270

9€'9¢ €L°C¢ I8° 1€ - 9¢€°9¢ 06°0¥% (dar4d - UeaN
- - - Id AN - - - Ld AN S1£ GT
-81°89 -60°0¥ +0§ Id AN -81'89  _¢81¢  _8LLe TdANW s1£ 01 o[qegoxd
-4qy -4qqy Vo€l SId AN -qay -0¢ -2991  SId AN s1h g LSVH'T
9€'98 9€'98 9€'98 - 9€°98 9€°98 €€°¢8 - uesaN
- - - d LA - - - d LA SIA GT
+9€°98 9766 49€°98  JdLAWN 49€98 4976 4EE€E8  JdLANW SIL 0T o[qegoxd
-9€°98 -LeLL 9€98 AN 9€798 ~LC'LL - dAND s1k g LSO ¥7-9¢
8G°L L°61 8G'L - 6L°8¢C 91°G¢C 61°GE - UeaN
+V9°€l +16°07 +847 dLAN  -€L°CC -0¢ -L19T  dLAN s1£ ¢1
-vav -4ay -4av d LA +08 -eL¢c 41119 SIdAN s1£ 01 o[qegoxd
ey -y9€t  v9€rl  SIdAN  -€9°€1 -Gy -8L°L¢  STd AN s1h g LSVH'T
0¢ a8've (4d4s - L6°97 88°LE V.06 - UeaN
+eL’¢ce -4qv +9€°98 Id AN +79°€l -Gav +€€€8  Id AN ShAel |
+60°64 +68°TE  49¥°496 Id AN +60°64 -0¢ Ve IdANW s14 01 orqergoxd
+81°89 +8189 497746 Id AN +81°89 46065  4IVV6  IdAN S1£ g LSO GLGY
¢8'IE ¢8I ¢r'e9 - I8°1¢€ L9°91 IT°19 - UeaN
Ve -€L’¢e -0§ SId AN ey —C8'1€ -0¢ STd AN S14 GT
Ve -0§ -0§ STd AN ey -9 -68'8¢ LA s1£ 01 o[qeygoxd
+9€°98 -€Lecc 49698  TdAWN +  9€°98 -V9€T  4¥PV6  TdAN s1k g LSVH'T
90°9¢ L6°97 €€°¢8 - 0¢ I8°'1¢ 8L°LL - RESI A
-18°1€ -04 +L¢’LL  dLAN 4060V ¥9€T  4Cccl SdANW SIA GT
-81'89 +L6LL 4 LTLL dLAN 06°0¥ -¥9°€1 - dAND SIL 01 o[qegoxd
-81°89 Vo€l 49796 JANOD 48189 48189 LE€E€ER  JLAN sik g LSO ¢0€L
90°9S 0¢ ¢r'e9 - 90°9S €0°€S ¢8'19 - UeaN
+81°89 +81°89 48189  dJANO 48189  49€98  4¢CCL dLAN s1£ 61
+60°64 +606¢  +LC°LL Id AN +60°64 +04 +IT19  dLAN s1£ 01 o[qegoxd
-60°0% +eLce 600V  SIdAN 600V  4€L¢c  -IT'19  SIdAN s1h ¢ LSVH'T
9€'98 6€°68 91°G¢C - €08 ¢v'c6 IT'TT - UeaN
+97°66 +I7'G6 46065 JAND  49€98 L9766 - dAND s1£ g1
+LC°LL +9€°98 -4qay Id AN -81'89  4+9€98 -94°¢ Id AN SI& 1 oarqergoxd
+9€°98 +9€98  _¥9°¢I Id AN 96798 49796 L9991 IdAN s1£ g LSO L1-€0
AR A 1 A8oyeng A 1 A ) GEILAUIN 1 Jreunpueg  opdureg
s1£. 60 A TISUS] pum [[OY

so[rjuadtad Suruir) josIeuwl PajeIdOsSSe puUR SaIdo)el)s 9dURLIBA-URSW pIepur)s a[qelgord 3ses]/)sON :9 o[qrR],

59



0 TOT}D0G 09S S[TRJOP [RUOIYIPPR I0] ‘(10110 UOIIRUIIYSS) SUIMII) JoyIeU JO S[OAQ] (MO])USIY [IIM PIJRIDOSSE oIv SOIS0IRIlS (1510M)159q JO AJLIolRur oy ], 5270

€L°¢C €LCC €L°CC - €L°CC 9€'9¢ €€°€¢ - UesN
- - - N NANO - - - Nd AINO s1£ g1
-eg¢y  _e¢v 99y AldAN -GSV G99V 999 ATd AN s1h Q1 o[qejgod
-16°0% -0¢ 160V 219Td AN 160V 8189 _TT'19 21GTd AN s1d g LSVH'T
97°'G6 C8'I8 97°G6 - I'G6 LCLL VV'V6 - UBIAL
- - - AdANND - - - N ANO SI£ GT
9746 48189 19746 ST AN 49766 8189 ¥ V6 29G1d AN s1f 01 o[qejgod
9766 996 9196 AdANDO  9FE6 -9€798 - Ad ANO s1d g LSO 79-9¢
60°6S €0°€S V6°CY - 6L°8C ¢RV'IE 8991 - UBIAL
+LG'LL +05 4160V 2GTd AN -C8'TE  —P9C€T 996 29GTd AN s14 g1
-0¢ +04 +06  GTIdAN  V9CET  —_¥9€T  -99°¢ H9Td AN s1h 01 o[qejgod
-0¢ +6065  -160V 2919Td AN -T160F 48189 688 21GTd AN SIA g LSVH'T
vevLl LCLL 0¢ - ¢h'c6  6£°68 0s - UesN
+81T89 48189 4CRTIE G AN  +9€98 4+9€°98 409 HGd AN S1£ GT
FLG°LL £9€7°98 46068 TG AN 9FG6 +9€798 - Ad ANO s14 0T o[qeygoxd
yLC°LL £LCLL 606G IdAND  9FG6 49766 - Ad ANO s1d ¢ LSO GLGY
88°LE 8I'89 €9°CIT - 46’9 8189 99°G - UesN
yLG°LL 49€°98  _€LCC ST AN 6068 46065 999 2IGTd AN s1£ g1
_G8'Te 4998 G4V AGIdAN 09 49€98 996 2IGId AN s1h 1 o[qejgod
-vay  _C8TE  _€9CT GNdAN -1I8'T¢ 46065 -99°G 29GTd AN s1d g LSVH'T
9€'98 9¢'98 T16°0¥% - ¢v'c6 91°G6 - - uesN
+81T89 48189 _F9€T IdANO 998 9766 - d ANO SIA GT
9746 49766 6068 A dAND  9VG6 49746 - A NAND s1£ 01 o[qejgod
PIP°66 497'S6 09 AAdANDO  9FE6 49746 - Ad ANO s1d g LSO ¢0-€L
9L'Gc  9L°GC  €6°CY - €0°€S V8VE T8I - uesN
-949v  ¥9€r _I8'1€  AdAN  V9ET VSTV 8LLE  Nd AN s14 g1
-egy G99y _€Lee AdAND 496 46065 +FVV6  TGTd AN s1h 01 o[qejgod
81'89 46065 _LTLL AGTdAN 0§ 4160V -cc'cl 2ISTd AN SIA g LSVH'T
ICTL SL°GC €€°€8 - GI'99 7P8TVE €E€E8 - UesN
+9€°98 1060V +497°G6 IGTd AN 49796 16065 +¥PV6  2IGTd AN S1£ GT
+8189  +I8'TE 4+9€98 2I0Id AN 4+C8°CE  +68°CE  +CG'¢L  219d AN s14 01 o[qeygoxd
-606S ¥4V 8189 IdANO 8189 4¥9°€l - Ad ANO sid ¢ LSO L1-€0
A A il £8oyeng A 1 A 1 £80ye1)g 1 yrewyouog ordueg
AT SIA ¢() A [)SU9] MOpUIM SUI[[OY

so[rjuadtad Suruir) jesIewl pajeIdosse pue sordajed)s pazruur)do-1sod a[qeigord jsesa/1sON :) 9[(rR],

60



Internet Appendix

A Robustness: The alternative scenarios

In this section we detail the list of alternative scenarios which we use to test the robustness

of our analysis conducted in the main text.

A.1 SP500 universe

This scenario is the same as the baseline with the exception that the stock universe considered
only includes stocks that belongs to the SP500 index. Before March 1957, date in which
the SP500 index was established, we consider the sample in which in each month we retain
the 500 highest stocks by end-of-month market capitalization among all the common stocks
traded in AMEX/NYSE. This scenario will enable us to gauge the effect of small stocks
(which are now not in the sample) as well as more broadly the effect of diversification (since

this is a sub-sample of our baseline universe) in our analysis.

A.2 Quarterly frequency

This scenario only differs from the baseline in that we re-balance our strategies quarterly
rather than monthly. Given our monthly holding period returns from CRSP we obtain the
quarterly analogs by compounding in each quarter the monthly returns: i.e. the quarter-end
q realized return of stock i is defined as ret, = [[._,(1 + ret,n,) where ret,,, is the CRSP
monthly holding period return realized at the end of month m;. In a similar fashion we
obtain the quarterly excess returns and the market excess returns from the monthly analogs.
To estimate the conditional vector of risk premia following the baseline approach (i.e. via the
missing-at-random two-step Fama and MacBeth (1973) procedure developed in Gagliardini
et al. (2016)) we feed the algorithm with quarterly data and obtain quarterly estimates.
Finally, to estimates the conditional covariance matrix of returns we use the same baseline
approach (i.e. we compute the covariance matrix implied by the 1-factor market model, also

(improperly) referred to as the CAPM) using all business days available over the previous 6



or 12 months and then transforming the estimates to the quarterly frequency by multiplying
by 252 and dividing by 4. This scenario will enable us to gauge the effect of the re-balancing

frequency in our analysis.

A.3 [V,u] =[1,20]y universe

This scenario only differs from the baseline in that it restricts the universe of stocks available
for trading to those available to a MV investor who estimates the conditional vector of risk
premia p; and the covariance matrix V; using the previous 20 and 1 year of data respectively.
This universe coincides with one of our 6 combination for the rolling window lengths used to
compute u; and V;. Under our filters, this combination requires stocks to have non-missing
estimates in 80% of the past 20 and 1 years respectively. Any stock that does not satisfy
the former(latter) requirement is excluded in the formation of MV strategies that use stock
premia (covariance) information. Therefore, each of the 6 different p, — V; scenarios has a
different implied stock universe. In order to isolate the effect of this artifact we perform
our analysis in all the six different scenarios by fixing (restricting) the stock universe to the

smallest implied one.

A.4 Without TAQ data

In the baseline scenario, we estimate the conditional vector of proportional costs C; as in
Chen and Velikov (2020) using TAQ data (and ISSM for data in the 80s).**> The ISSM-TAQ
data covers the period 1983-2016. For 2017 and for 1926 through 1983 we use low-frequency
spread measurements from the literature as detailed below. In this scenario we estimate
these costs using only the low-frequency spread measurements. Specifically again following
Chen and Velikov (2020) we compute four different proxies and use the simple average as our
spread. The proxies are the Hasbrouck (2009)’s Gibbs sampler estimates, the Corwin and
Schultz (2012)’s high-low spread, the Abdi and Ranaldo (2017)’s close-high-low spreads and
the volume-over-volatility estimate based on Kyle and Obizhaev (2016)’s micro-structure

invariant hypothesis.?® This scenario mainly allows us to gauge the effect of TAQ data on

32Please refer to Chen and Velikov (2020) for additional details.
33Please refer to Chen and Velikov (2020) for additional details.



our analysis.

A.5 CAPM p (Fama and MacBeth (1973) approach)

In this scenario we depart from the baseline only with respect to the way we estimate the
vector of conditional risk premia. In particular, instead of using the missing-at-random two-
step Fama and MacBeth (1973) procedure developed in Gagliardini et al. (2016), we simply
use the classical Fama and MacBeth (1973) procedure without the statistical filter applied in
the second step following Gagliardini et al. (2016). This scenario mainly allows us to gauge
the effect of the statistical filter applied in the second step in the Gagliardini et al. (2016)
methodology.

A.6 FF3 p and V (Gagliardini et al. (2016) approach)

In this scenario we estimates the conditional vector of risk premia and covariance matrix
using the Fama and French (1993) 3-factor model representation instead of the CAPM (or
market model) one from the baseline scenario. Ceteris paribus, all estimations are carried
out exactly as in the baseline scenario, we are just adding HM L and SM B as two additional
factors on top of the market factor. This scenario allows us to gauge the effect of a richer

model for estimating the first two conditional moments of the returns’ distribution.

A.7 Shrinkaged V

In this scenario we depart from the baseline by estimating the conditional covariance matrix
of returns via the shrinkage estimator developed in Ledoit and Wolf (2017, 2020). In contrast
to the baseline scenario, we use a statistical nonparametric approach for estimating V' instead
of a model-based approach. This scenario allows us to gauge the effect of the trade-off
between estimation error and bias implied in the estimation of V. While shrinkage methods
are mostly designed to minimize the bias issue, model-based estimator mostly minimizes

estimation error.



A.8 Unconditional universe

This scenario similarly to the “[V, u] = [1,20]y universe” scenario restricts the implied uni-
verse of tradeble stocks. This time we look at the stocks that would be unrealistically (i.e.
not in real time) available to an MV investor who would have access to the overall in-sample
estimates of the first two moments of the returns’ distribution. This is a stricter subset of
any of the real-time universes implied by our 6 baseline combinations of different rolling
window lengths for the estimation of the conditional vector of risk premia p; and covariance
matrix V;. This is because in this scenario we require stocks that are not present in the entire
sample of reference (mainly the sample 2003-2017) at least 80% of the time to be discarded.
The purpose of this scenario is primarily the one of gauging the effect of market timing and
estimation error by offsetting the potential bias due to change in the implied stock universe
composition which is potentially affecting our baseline analysis as explained at the end of
Section 5.2.

B Robustness: Recent mean-variance profitability

We confirm under our alternative scenarios the robustness of the insights from the main
text that: i) the profitability of MV strategies has never been as high as recently, ii) GMV P
remains among the most profitable textbook strategies, and iii) the cost-optimized strategies
remain the best way to efficiently target (higher) risk premia once stock risk premia are
estimated using at least 10 years of data. We also find that: 1) there are economically
sizable diversification benefits in investing in all common stocks, 2) at least in recent times
and for portfolios of thousands of stocks, the trade-off between bias and estimation error in
the covariance estimator is clearly in favor of a reduction of the latter, and 3) the second
step in Gagliardini et al. (2016) approach that we use in the baseline scenario to estimate
the conditional stock risk premia is useful in filtering out a portion of the noise present in

the estimates.

As Figure 3 in the main text, Figure 15 plots the average annualized out-of-sample after-
cost Sharpe ratios of our analyzed strategies in the eight alternative scenarios described
in Section A. As in the main text, the after-cost performances of the MV strategies post

2002 (displayed in green) is found at record heights, and cost-optimized strategies (in dotted
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green) dominates textbook analogs (in solid green) at targeting higher returns.

As in Figure 5 in the main text, Figure 16 through 23 plot the actual out-of-sample
performance for each risk premium - covariance rolling-window-length combination behind
the averages displayed in Figure 15 in the eight alternative scenarios described in Section
A. In economic terms GMV P remains among the most profitable textbook strategies,*
and the cost-optimized strategies remain the best way to efficiently target (higher) risk
premia once stock risk premia are estimated using at least 10 years of data. The Sharpe
ratios of MVT Pb5tc through MV P15tc are never below 1 and most of the times at least
1.2. The Sharpe ratios of GMV P are also mostly above 1 except when we estimate the
conditional covariance matrix via the Ledoit and Wolf (2017, 2020) shrinkage estimator
instead of imposing a factor structure: in this case the ratios are between 0.73 and 0.78.
Therefore we conclude that, at least in recent times and for portfolios of thousands of stocks,
the trade-off between bias and estimation error in the covariance estimator is clearly in favor

of a reduction of the latter.

From a statistical point of view, GMV P is not better then the SPDR and IWM ETF's (i.e.
the markers are not surrounded by a black square) when the covariance matrix is estimated
over the last 6 months, we invest in SP500 or in the unconditional stock universe, re-balance
quarterly and do not use TAQ data to estimate transaction costs. Moreover GMV P is
not significantly better then any of our benchmarks (EW, VW and the SPDR and IWM
ETFs at least at the 10% level) when the covariance estimator is the Ledoit and Wolf (2017,
2020) shrinkage estimator and when we re-balance quarterly and the covariance matrix is
our baseline estimated over the past 12 months (i.e. when markers are not surrounded
by anything). The performance of our cost-optimized strategies targeting higher returns,
once stock premia are estimated over at least the last 10 years, is more stable. MV Pbtc
through MV P15tc are generally statistically better then our benchmarks (i.e. markers are
surrounded by a red star, a diamond and a square for significance with respect to EW, VW
and the ETFs respectively) and often statistically better then their analog counterparts

(markers surrounded by red circles). Notable exceptions are represented by the scenario

34 A notable exception might be the unconditional stock universe scenario when risk premia are estimated
with a rolling window of 10 years or less. In these cases the performance gap with MV P1 appears substantial,
more then 0.2 when V; is estimated over the past 6 months and approximately 0.4 when V; is estimated
annually. However, even in such circumstances the Sharpe ratio of GMV P is quite high and almost 1.



where we re-balance quarterly, in the 20-1 year rolling-window-length combination for the
stock premia and their covariances, and under the market model assumption for the return
generation process when we estimate the conditional vector of risk premia via the canonical
Fama and MacBeth (1973) procedure and use the last 12 months to estimate the covariance
matrix. The latter finding confirm the usefulness of the second step of the Gagliardini et al.

(2016) in filtering out a portion of the noise present in the estimates.

The last noteworthy insight is about the role of diversification. If we compare the per-
formance in our baseline scenario (Figure 5) where we invest in all common stocks in the
NYSE/AMEX and NASDAQ), with the sub-universe of stocks only belonging to the S&P
500 (Figure 16) we notice how investing in GMV P and MV P5tc trough MVT P15tc is
consistently more profitable when small stocks are included. That is the Sharpe ratios are
all higher under the baseline scenario. Remember that the performance is after cost so it
already accounts for the higher cost of trading small stocks. We conclude that there are

economically sizable diversification benefits in investing in all common stocks.

C Robustness: Cost-minimization to unlock stock pre-

mia information

In Section 5.2 we have argued that the stabilizing role of cost-optimized weights allows to
market time stock risk premia by smoothing out the extra noise that prevents MV standard
strategies to exploit the information contained in the stock premia. In this section we
confirm the robustness of our claim to the evaluated alternative scenarios with the exception
of the scenarios where our strategies are implemented quarterly. In such scenario our cost-
optimized strategies still outperform but no market timing is detected. We ascribe this
lack of findings to the small sample size. We also notice how allowing for a richer model
for the risk premia and the covariance structure (specifically the Fama and French (1993)
3-factor model versus the single-factor market model, or CAPM) allows our cost-optimized
strategies to additionally engage in covariance timing, while preserving their ability to time
risk premia (coming from the stabilizing role played by the cost minimization). Finally, as
in the previous section we find additional evidence in the ability of the Gagliardini et al.

(2016) procedure to filter out noise in the risk premia estimates through the second step.



As in Section 5.2, our claim is based on the following findings: i) our most profitable
cost-optimized strategies, those targeting higher returns, dominates their textbook analogs
in terms of after-cost out-of-sample Sharpe ratios, ii) their risk primia timing abilities are
substantially higher, iii) the contribution of risk premia timing is substantially higher than
that from timing the covariances for our most profitable cost-optimized strategies, and iv)
our most profitable textbook strategies market time stock covariances. For our baseline
setup findings ii) through iv) were displayed in Figure 7 and 8 via performance ratios,
while finding i) was displayed in Figure 5 via our canonical metric: the out-of-sample after-
cost Sharpe ratio. In an analog fashion Figure 24 through 31 present the robustness for
findings ii) through iv), while Figure 16 through 23 report the robustness for i) relative to

our alternative scenarios described in Section A.

Findings i) through iv) are in general robust with one major exception: the scenario
where we re-balance at the quarterly frequency. In such scenario, despite finding that our
cost-optimized strategies dominates their standard analogs (especially when we estimate
the covariance matrix using the last 6 months of data), we do not detect any statistically
significant sign of market timing from them. This lack of results might be due to the
reduced sample size which under our quarterly re-balancing scheme is now a third of the
main sample with only 60 observations. Other noticeble patterns are those emerging from the
scenario where risk premia are estimated via Fama and MacBeth (1973) imposing a CAPM
representation and the scenario where we estimate the return moments under the Fama
and French (1993) structure. In the latter scenario, while cost-optimized strategies targeting
higher returns still dominates their textbook analogs (with performances in the same order of
magnitude of those from the baseline scenario) and display substantially higher risk premia
timing activity, they also display a considerable amount of covariance timing (in the same
order of magnitude of that from risk premia). Therefore, allowing for a richer covariance
structure allows our cost-optimized strategies to additionally engage in covariance timing,
while preserving their ability to time risk premia (coming from the stabilizing role played
by the cost minimization). Finally, the noise filtering second step in the Gagliardini et al.
(2016) used in our baseline also has an impact on the stock premia timing abilities of cost-

optimizing strategies: while the risk premia timing abilities from MV P10tc and MV P15tc

35Defined as the Sharpe ratio differentials described in Section 2.3 divided by the real-time performance
of our strategies.



are substatially higher then those (if any) form MV P10 and MV P15 when the covariance
matrix is estimating using the previous 6 months of data, unlike in our baseline scenario such
difference disappears when the covariance matrix uses the past year of data. In line with
what discussed in Section B, this finding corroborates the ability of the Gagliardini et al.

(2016) procedure to filter out noise in the risk premia estimates through the second step.

D Robustness: Cost-minimization to reduce downside
risk

As in the main text (see Section 5.3), we confirm how cost minimization is also effective in
reducing downside risk as measured via the Maximum Draw Down (M DD), or the average
time needed to recover from the worst incurred loss, in virtually all the alternative scenarios
detailed in Section A.

Analogously from the top graph of Figure 11, Figure 32 reports the differences in abso-
lute M D Ds between mean-variance cost-optimized and standard analog strategies for the
alternative scenarios. Except from MV P1 under the scenario where the conditional return
moments are those implied by the Fama and French (1993) 3-factor model and g, is com-
puted using the past 5 years of data, cost optimized strategies enjoy (much) lower worst

losses as measure by their MDDs.

Similar unreported graphs, available upon requests, also show how cost optimized strate-
gies continue to br able to recover faster from their worst incurred losses. Here the only
exception is represented by the scenario where we restrict the stock universe to the SP500

constituents for the case where y; is estimated using the past 5 years of data.

E Robustness: Cost-minimization to scale up

In Section 5.4 we have shown that minimizing over costs enhances the scalability of our
mean-variance strategies. In particular, handling price impact as a type of cost, quadratic

in the size of the trades, consistently delivers higher Sharpe ratios at any analyzed (average)



level of price pressure. Since quadratic costs are a popular why to handle price pressure,®

we concluded that cost optimized mean variance strategies appear profitable options to gain

exposure on the market even for large institutional investors.

In this section we show that this insight is robust to: the way we measure costs, the
presence of small stocks, and the rebalancing frequency of our portfolios. We do so by
focusing on the scenarios where: costs are estimated without using TAQ data, stocks are
restricted to be SP500 constituents, and our strategies are rebalanced quarterly. As in the
baseline scenario, the performance gap between cost-optimized and standard analogs is on
average monotonically increasing in the price pressure severity (or equivalently in the dollar

size of the strategies).?’

As Figure 14 in the main text, Figure 33-35 plot the differences in annualized after-cost
Sharpe ratios between our cost-optimized and standard analog strategies as a function of the
price impact parameter 7. Starred markers highlight differences that are significant at the
10% level. The range for m covers the interval [0, 1.6]; this is in contrast with the interval
0, 3.4] adopted in the main analysis. For the case of the SP500 scenario there is a precise

reason,® while for the other cases we saved on computational time.’

Estimating costs without using TAQ data, discarding small stocks or rebalance quarterly
do not change the qualitative dynamics for the price impact found in the main analysis.
Adopting cost-optimized strategies enhance the after-cost performance at any level of 7 (all
the plotted Sharpe ratio differentials are positive), the benefits are increasing in the price
pressure severity (most differentials are monotonically increasing in 7), and the effects are
more marked when we estimate the conditional covariance matrix of stock returns over the
last 6 rather 12 months.

36See Dybvig and Pezzo (2020) and references therein.

3TWe did not perform the robustness on the remaining scenarios detailed in Section A due to the compu-
tationally intensive nature of such checks. We are willing to perform such robustness upon requests.

38 Analogously to the baseline scenario but only using stocks that belongs to the SP500, we linearize the
square-root price impact function from Figure 2 of Frazzini et al. (2015) and use the trade sizes of our
analyzed strategies in the absence of price impact to derive T as a function of portfolio sizes ranging from 1
million to 10000 billions USD. Inspecting such function reveals how after a size of 10 billions USD, 7 caps
at 1.55. The entire procedure is detailed in footnote 24 in the main text.

39The interval length can be broaden upon request.



F Robustness: Market timing and estimation error as

drivers of mean-variance profitability

In this section we extend the analysis conducted in Section 6 to our alternative scenarios
described in Section A. We confirm the main insights that market timing and estimation
error have non-negligible impacts on the mean-variance performance and share very similar
dynamics. We also learn how estimating risk premia through a parsimonious specification
for the return representation while filtering out part of the noise following Gagliardini et al.

(2016) helps identifying such patterns.

F.1 Magnitudes of market timing and estimation error

There is quite some variability in the magnitudes of market timing and estimation error across
our scenarios, however the general tendency that emerges is in line with the insights from
the main text. Most importantly their economic impact is quite substantial, ranging form
average Sharpe ratios increments between 0.08 and 0.50 due to market impact and average
decrements between 0.35 and 0.61 due to estimation error. Moreover average market timing
magnitudes are consistently high across scenarios in expansions (almost always above 0.16
with an average of 0.27 for the subsample 45-72 and never below 0.37 with an average of 0.50
for the most recent subsample 03-17) and low in recessions - signaling a substantial impact
of estimation error (with Sharpe ratio decrements of at least 0.28 in the subsample 26-44
and at least 0.43 in the subsample 73-02).

In line with the stabilizing role of cost optimization found in the main analysis, we
also find that market timing is (somewhat) higher for transaction-cost optimized strategies
while the opposite is true for estimation error (with magnitudes higher in absolute terms for

standard strategies).

This results are shown in Table 9 for the first 7 scenarios detailed in Section A (with
the exception of the “unconditional universe” scenario).*® The table reports for each of the

analyzed scenario the average market timing and estimation error magnitudes across the

40Which is very similar in nature to the scenario “[V, u] = [1,20]y” and which results, when analyzed in
Section C in the most recent subsample 03-17, are found very similar to the baseline.
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three types of comparisons where the real-time strategies are benchmarked against their
unimplementable analogs with fixed in-sample first, second and combined first and second

moments of the returns’ distribution.*!

F.2 Pro-cyclical increasing profitability

Once established that market timing and estimation error robustly have non-negligible im-
pact on the performance of our strategies over the last 100 years, we analyze in the alternative

scenarios described in Section A the characteristics of such performance.

Figure 15 confirms how, as in the baseline scenario presented in Figure 3 and correctly
anticipated by the ex-ante dynamics of the MV investment opportunities discussed in Sec-
tion 3.1, the performance of our analyzed strategies appears pro-cyclical with magnitudes

increasing in expansions. For extra details on the graphs please refer to Section 6.2.

We therefore retain the baseline conclusion that the performance of our strategies is high
in expansionary periods where trading frictions (measured by median bid-ask spreads) are

low and low in recessionary periods where the same trading frictions are high.

F.3 Pro-cyclical increasing market timing and counter-cyclical es-

timation error

We confirm in our analyzed alternative scenarios described in Section A that: 1) aggregate
market timing, defined as the sum of all the individual strategies’ impacts, is in general
pro-cyclical and increasing over time and 2) aggregate estimation error, defined as the sum
of all the individual strategies’ impacts, is counter-cyclical with magnitudes decreasing over

time.
Table 9 displays the results for the first 7 scenarios detailed in Section A (with the

exception of the “unconditional universe” scenario).’> The table reports for each of the

analyzed scenario the sum of market timing and estimation error magnitudes across the

41That is, for each analyzed scenario we only report the columns labeled “Mean” in Table 2 from the main
text.

42The last scenario is by construction very similar to the third and thus left out for brevity from the
current analysis. Results upon request are available but in line with all the other presented in this section.

11



three types of comparisons where the real-time strategies are benchmarked against their
unimplementable analogs with fixed in-sample first, second and combined first and second
moments of the returns’ distribution.*® At it is immediately apparent by looking at the
“Total” columns, market timing across scenarios is higher in the expansionary periods 45-72
and 03-17 with the level being higher in the most recent sample and estimation error is
lower in the recessionary periods 26=44 and 73-02 with the level being lower in the most
recent sample. These patterns, when detected (i.e. when different from 0) are reflected in
the majority of the analyzed scenarios for both cost-optimized and traditional mean-variance

strategies.*

As in the baseline scenario, this patterns suggest that market timing and estimation error
are important drivers behind mean-variance profitability over the last 100 years in the U.S.

stock market.

F.4 Correlation analysis

In this subsection we estimate the correlation between market timing (or negative estimation
error) and mean-variance profitability for our alternative scenarios. With the exception of
the “CAPM p” and “FF3” scenarios, we confirm the existence of a meaningful positive
relationship. The exceptions highlight the delicate role played by the risk premia estimation
which are more transparent when parsimoniously estimated as a one factor (market) model

via the noise filtering procedure of Gagliardini et al. (2016).

As in the baseline scenario, we measure the correlation of the Sharpe ratio differential
between a given strategy and its unimplementable analog where at least one of the first
two moments of the returns’ distribution are fixed at their in-sample levels with the Sharpe
ratio level of the implementable strategy. Table 10 shows the average correlation across risk
premia estimates (with rolling windows of 5,10 and 20 years) and sample periods (26-44
through 03-17) for each analyzed alternative scenario in the case we fix the first, second or

both moments of the returns’ distribution under the estimates for the covariance matrix V

43That is, for each analyzed scenario we only report the columns labeled “Total” in Table 3 from the main
text.

44 Notable exceptions are the “quarterly” and “CAPM pu” scenarios for the cost-optimized strategies and
the estimates from the sample period 26-44 in the “Shrinkaged V” scenario for the standard strategies.

12



using rolling windows of either 6 or 12 months.

Concentrating on the rightmost panel reporting the combined effects of the first and
second moments of the returns distribution, i.e. the correlation between market timing
(negative estimation error) induced by both risk premia and covariances and the mean-
variance strategies’ performance, we mostly observe a positive relationship. In particular,
whenever we estimate risk premia through the market model (also improperly referred to
as the CAPM model) under the noise filtering procedure of Gagliardini et al. (2016) as in
the baseline setup, we find a positive association between market timing and performance
no matter if: we discard small stocks (“SP500” scenario), we trade quarterly (“quarterly”
scenario), we reduce the implied stock universe to that available if we estimate V' and p using
a 1 and 20 year rolling window respectively (“[V u] = [1,20]y” scenario), we discard TAQ data
when measuring the costs (“No T'AQ” scenario), or we estimate V' through the shrinkaged
estimator developed in Ledoit and Wolf (2017, 2020) (“Shrinkaged V” scenario). While
such combined contributions predominantly come from timing risk premia in the “SP500”
scenario and from using a rolling window of 1 year for V' for the case of standard strategies
in the “[Vu] = [1,20]y” scenario, they more generally come from both risk premia and
covariance timing in isolation for the rest of the cases (see the leftmost and the middle
panels). Moreover, as in the main scenario we notice how cost-optimized strategies displays

a higher correlation than their standard analogs.

Lastly, it is interesting to notice how negative the correlation is for the “CAPM p” and
the “F'F'3” scenarios where risk premia are not estimated via the market model following
the Gagliardini et al. (2016) procedure. A negative relationship for the “CAPM " scenario
is consistent with the pattern of the aggregate market timing and estimation error found
in Table 9 where for standard strategies we found a pro-cyclical pattern for market timing
but partially fail to find a counter cyclical pattern for estimation error (due to the measure-
ments in the 26-44 subsample), and for cost-optimized strategies we find an unusually high
amount of market timing in the recessionary 73-02 period and fail to detect estimation error
everywhere except in the 26-44 period. For the case “F'F'3” scenarios a negative correlation
appears instead in contrast with the results from Table 9. These findings are in line with the
well-known presence of noise in the risk premia estimates obscuring the underlying patterns.

It therefore seems from our analysis that adopting a parsimonious specification for the return

13



representation and filtering out part of the noise through the Gagliardini et al. (2016) is the

most efficient approach among the one analyzed in this paper.

14
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Recent Profitability of Mean-Variance Strategies: S&P 500
stocks
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Figure 16: Figure 16 and all the subsequent ones until Figure 23 decompose the average perfor-
mance shown in Figure 15 across the six baseline risk premia - covariance rolling window-length
configurations over every month (or quarter for Figure 17) between January 2003 and December
2017. Each of these 8 figure refer to a different alternative scenario as detailed in Section A.
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Recent Profitability of Mean-Variance Strategies: quarterly
re-balancing
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Figure 17: Figure 16 and all the subsequent ones until Figure 23 decompose the average perfor-
mance shown in Figure 15 across the six baseline risk premia - covariance rolling window-length
configurations over every month (or quarter for Figure 17) between January 2003 and December
2017. Each of these 8 figure refer to a different alternative scenario as detailed in Section A.
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Recent Profitability of Mean-Variance Strategies: 20-1 years
risk premia - covariance rolling-window-length combination
implied universe
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Figure 18: Figure 16 and all the subsequent ones until Figure 23 decompose the average perfor-
mance shown in Figure 15 across the six baseline risk premia - covariance rolling window-length
configurations over every month (or quarter for Figure 17) between January 2003 and December
2017. Each of these 8 figure refer to a different alternative scenario as detailed in Section A.
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Recent Profitability of Mean-Variance Strategies: estimating
costs without TAQ data
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Figure 19: Figure 16 and all the subsequent ones until Figure 23 decompose the average perfor-
mance shown in Figure 15 across the six baseline risk premia - covariance rolling window-length
configurations over every month (or quarter for Figure 17) between January 2003 and December
2017. Each of these 8 figure refer to a different alternative scenario as detailed in Section A.
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Recent Profitability of Mean-Variance Strategies: estimating
CAPM risk premia via Fama and MacBeth (1973)
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Figure 20: Figure 16 and all the subsequent ones until Figure 23 decompose the average perfor-
mance shown in Figure 15 across the six baseline risk premia - covariance rolling window-length
configurations over every month (or quarter for Figure 17) between January 2003 and December
2017. Each of these 8 figure refer to a different alternative scenario as detailed in Section A.
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Recent Profitability of Mean-Variance Strategies: estimating
Fama and French (1993) risk premia and covariances
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Figure 21: Figure 16 and all the subsequent ones until Figure 23 decompose the average perfor-
mance shown in Figure 15 across the six baseline risk premia - covariance rolling window-length
configurations over every month (or quarter for Figure 17) between January 2003 and December
2017. Each of these 8 figure refer to a different alternative scenario as detailed in Section A.
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Recent Profitability of Mean-Variance Strategies: estimating
the covariance matrix via the Ledoit and Wolf (2017, 2020)
shrinkage estimator
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Figure 22: Figure 16 and all the subsequent ones until Figure 23 decompose the average perfor-
mance shown in Figure 15 across the six baseline risk premia - covariance rolling window-length
configurations over every month (or quarter for Figure 17) between January 2003 and December
2017. Each of these 8 figure refer to a different alternative scenario as detailed in Section A.
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Recent Profitability of Mean-Variance Strategies:
unconditional stock universe
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Figure 23: Figure 16 and all the subsequent ones until Figure 23 decompose the average perfor-
mance shown in Figure 15 across the six baseline risk premia - covariance rolling window-length
configurations over every month (or quarter for Figure 17) between January 2003 and December
2017. Each of these 8 figure refer to a different alternative scenario as detailed in Section A.
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Price Impact: cost-optimized vs. standard mean-variance
strategies, no TAQ
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Figure 33: Cost-optimized mean-variance strategies continue to consistently scale up more in
presence of price impact when cost are estimated without using TAQ data. The graphs plots
the annualized after-cost out-of-sample Sharpe ratio differentials between our cost-optimized and
standard strategies (described in Section 2.1 and printed in the legend) as a function of the price
impact parameter 7w, which is inversely related to the liquidity and depth of the market and posi-
tively related to the portfolio size of the investors. Each graph differs in the combinations of rolling
window lengths (in years) used to estimate the conditional risk premia u; and covariance matrix
V; as specified in the plots’ sub-titles. Starred markers refer to ratio differential significant at the
10% level. We test for differences in Sharpe ratié)§ using block bootstrapping with block sizes of 5
observations to account for heteroskedasticity, cross- and auto-correlation (Ledoit and Wolf (2008)).
The sample is every month from January 2003 to December 2017.



Price Impact: cost-optimized vs. standard mean-variance
strategies, SP500 universe
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Figure 34: Cost-optimized mean-variance strategies continue to consistently scale up more in
presence of price impact when we restrict the stocks universe to the SP500 constituents. The
graphs plots the annualized after-cost out-of-sample Sharpe ratio differentials between our cost-
optimized and standard strategies (described in Section 2.1 and printed in the legend) as a function
of the price impact parameter 7, which is inversely related to the liquidity and depth of the market
and positively related to the portfolio size of the investors. Each graph differs in the combinations
of rolling window lengths (in years) used to estimate the conditional risk premia p; and covariance
matrix V; as specified in the plots’ sub-titles. Starred markers refer to ratio differential significant
at the 10% level. We test for differences in Sharpe ratios using block bootstrapping with block sizes
of 5 observations to account for heteroskedasticity, cross- and auto-correlation (Ledoit and Wolf
(2008)). The sample is every month from January 2003 to December 2017.



Price Impact: cost-optimized vs. standard mean-variance
strategies, quarterly re-balancing
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Figure 35: Cost-optimized mean-variance strategies continue to consistently scale up more in
presence of price impact when we re-balance at the quarterly (rather then at the monthly) frequency.
The graphs plots the annualized after-cost out-of-sample Sharpe ratio differentials between our cost-
optimized and standard strategies (described in Section 2.1 and printed in the legend) as a function
of the price impact parameter 7, which is inversely related to the liquidity and depth of the market
and positively related to the portfolio size of the investors. Each graph differs in the combinations
of rolling window lengths (in years) used to estimate the conditional risk premia p; and covariance
matrix V; as specified in the plots’ sub-titles. Starred markers refer to ratio differential significant
at the 10% level. We test for differences in Sharpe ratios using block bootstrapping with block sizes
of 5 observations to account for heteroskedasticity, cross- and auto-correlation (Ledoit and Wolf
(2008)). The sample is every month from January 2003 to December 2017.
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